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EXECUTIVE SUMMARY

Introduction and Context
How much it costs to research and develop a successful new medicine has been an important policy issue at least since the 1960s. Cost estimates matter not just because of intellectual curiosity or for industry understanding of its performance, but because they are a key aspect of the international debate about the reasonableness of pharmaceutical prices and the magnitude of the long-term investments involved.

Debate continues about whether the R&D productivity of the biopharmaceutical industry has fallen. Calculations based on annual rates of R&D spending and the number of new molecular (chemical or biological) entities launched suggest a declining trend in R&D productivity. But it takes a long time to develop a new drug, so comparing current R&D spending levels with the current number of new approvals is an inaccurate measure of R&D productivity, at best.

Mean Research and Development Costs in the Literature
Published estimates of the mean (average) cost of researching and developing a successful new medicine suggest an increase in cost over the last decade—from the estimate of US$802m by DiMasi et al (2003) at 2000 prices (US$1,031m at 2011 prices) to the estimate by Paul et al (2010) of US$1,867m at 2011 prices. In this study, we present a new estimate, US$1,506m at 2011 prices, which lies within this range. Our analysis explores how these costs have been evolving and for what reasons.

Mean estimates of R&D costs per new medicine, and in particular drawing conclusions based on comparisons between estimates, should be treated with caution because of important differences in the studies, particularly in the use of different databases of drugs. Moreover, important differences exist across subgroups of drugs—for instance, by therapeutic area, by firm size and by compound origin.

Key Components of R&D Costs
Four main variables determine the capitalised cost of a new drug estimate: out-of-pocket costs, success rates, development times and the cost of capital. Given the long timescales required to develop a new drug and the associated risks, we need to allow for both failures and the cost of capital to compute the total cost of a new successful drug, i.e. not just the out-of-pocket costs. Capitalised cost is the standard accounting treatment for long-term investments. This recognises the fact that investors require a return on research that reflects alternative potential uses of their investment.

Out-of-pocket costs: Out-of-pocket development costs, before adjusting for failures, appear to have increased over time since the first DiMasi et al (1991) article. The most recent estimates, by Paul et al (2010) and Adams and Brantner (2010), are very similar for out-of-pocket development costs (from Phase I through III) at around US$215-220m in 2011 US$. The studies are less consistent in their estimates of the magnitude of the cost of the different clinical trial phases.

Success rates: The most recent estimates of probability of success for Phase I, Phase II and Phase III are between 49% and 75%, 30% and 48%, and 50% and 71%, respectively. Overall, the cumulative clinical success rate appears to have decreased over time. Pammolli, Magazzini and
Riccaboni (2011) find significant decreases in success rates, especially in Phase II and Phase III. But analyses by DiMasi and colleagues since the early 1990s suggest that success rates across the different phases have changed little.

**Development times:** Overall development time (Phases I–III) appears to have remained relatively constant over time, at around 6.5 years (75–79 months) on average. Phase III trials tend to be the longest development phase, although the most recent work suggests that development times for Phases II and III now are similar.

**Cost of capital:** The long timescales of pharmaceutical R&D mean that the cost of capital has a major impact on the final cost per successful NME. The estimated cost per successful drug is highly sensitive to the cost of capital applied. The more recent studies use a real annual cost of capital of 11%, up from the 9% used by DiMasi et al (1991).

**Our New Cost Estimate**
In this study, we present a new estimate for mean R&D costs per new successful drug based on previously unpublished information collected by CMRI in confidential surveys. Our fully capitalised R&D cost estimate per new medicine is US$1,506m at US$ 2011 prices (i.e. US$1.5 b). Time costs, i.e. cost of capital, represent 33% of total cost. Our new estimate lies within the range of other recently reported estimates.

Our overall probability of success is lower than those reported by DiMasi et al (2003) and Paul et al (2010). Development times in our study are similar to those reported by DiMasi et al (2003) and Paul et al (2010). Total out-of-pocket costs are very similar to those in Paul et al (2010) and slightly lower than those in DiMasi et al (2003).

**Mean Costs May Hide Important Differences**
Published estimates that refer to the mean cost of R&D per new medicine are just that—averages. The literature has shown that the costs of R&D vary with the subgroup of drugs included in the analysis. The most important factors affecting costs are: therapeutic area, firm size, and whether the molecule is a “traditional” chemical compound or a biologic.

**Therapeutic area:** R&D costs vary substantially across therapeutic area because of considerable variation in three key variables: success rates, development times and out-of-pocket costs.

The most recent analyses suggest that the most expensive therapeutic areas in terms of drug R&D costs are neurology, respiratory and oncology. This is because drugs in these categories experience lower success rates and longer development times. By comparison, anti-parasitics and drugs to treat HIV/AIDS have the lowest R&D costs because of higher success rates and shorter development times.

**Self-originated versus licensed-in:** Most of the published calculations of R&D costs to date focus on self-originated new compounds because comprehensive data for licensed-in/acquired compounds are very difficult to collect. However, an increasing proportion of drugs are now licensed in and clinical success rates for such drugs are higher than for self-originated drugs. Greater success may be the results of a “screening effect” for licensed-in compounds: many of the
licensed-in drugs are acquired after Phase I or Phase II testing has been conducted by the licensor and, thus, already have been shown to be promising candidates before being included in the acquiring company’s development portfolio.

This difference also is apparent during early research, i.e. externally-sourced projects are significantly more likely to reach clinical testing than internal projects, perhaps for similar reasons. Indeed, some expectation of success would be necessary for a company to license or acquire any drug candidate.

**Firm size:** An important variable explored in the literature is the effect of firm size on R&D productivity and whether R&D costs per approved drug vary with firm size. For such analyses, papers focusing on self-originated compounds might produce biased results because the sample for small firms with successful self-originated drugs would be too small to be meaningful.

Results of research on the impact of firm size on R&D productivity and R&D costs are mixed. The evidence from the 1990s and early- to mid-2000s seems to suggest that size matters: multiple tangible and intangible assets are associated with fully integrated organisations, where core capacities can be important across diseases. It remains unclear, however, whether R&D productivity is greater for smaller companies than for traditional “big pharma”.

**Biopharmaceuticals:** To address the problem of limited evidence on biological medicines, DiMasi and Grabowski (2007b) expanded their biotech sample from DiMasi et al (2003) with project level and aggregate annual expenditure data from a biotech firm. They found that the overall clinical success rate for biotech products is 30.2%, which is higher than the 21.5% estimate for traditional pharmaceutical products reported by DiMasi et al (2003). Total clinical and approval time is 8% longer for biopharmaceuticals, with nearly all the difference being in Phase I.

Capitalisation increases biopharma costs relative to traditional R&D costs because of the longer development timeline and a slightly higher cost of capital. To account for the latter, DiMasi and Grabowski (2007b) use an 11.5% cost of capital for biologics compared to 11% for other medicines. Comparisons between biologics and other pharmaceuticals based on this one study, however, should be viewed with caution because the sample size for biologics still is small.

**Drivers of Trends in R&D Costs**
The key drivers of the main components of R&D costs present three sets of issues grouped around out-of-pocket costs, failure/success rates and development times.

**Drivers of out-of-pocket costs:** A key element of R&D cost is the cost of clinical trials, which is affected by the cost per patient and the number of patients required to collect sufficient data. The complexity of clinical trials has increased over time, also increasing their costs. Two trends, however, appear to be helping to control trial costs. First, outsourcing to clinical research organisations (CROs) appears to increase the efficiency of running trials. Second, locating trials in emerging markets (Africa, Asia, Eastern Europe, Latin America and the Middle East) can reduce costs, both because local costs are lower and because patient recruitment may be faster. Nevertheless, although more clinical trials are being conducted in emerging markets, especially...
Phase III trials, the majority of clinical trials still are conducted in the US and Western Europe, for reasons related to regulatory conditions, relevant expertise and infrastructure.

Drivers of failure rates: Failure rates appear to have increased over time and have fluctuated across stages of development. This may be the result of a combination of reasons. First, regulators are becoming more risk averse and may be more reluctant to approve some drugs. Second, R&D is directed towards tougher challenges that require drugs with novel mechanisms of action and for which clinical endpoints may be less clear cut. Third, within companies, projects may advance prematurely, for various reasons, to the later stages of clinical development and then fail in Phase III.

Other changes have been identified that could counter increased failure rates. These include better preclinical screening that ensures earlier project termination; integrating HTA earlier in the process to encourage earlier decisions about discontinuing projects for commercial reasons; and developing biomarkers and companion diagnostics that can lead to personalised or stratified medicine, with greater prospects for success. Alliances between companies, increasingly common, also may increase success rates.

In the short run, however, important technological challenges, especially for personalised/stratified medicines, may actually lead to higher failure rates and costs as science advances and while companies learn how to better develop biomarkers and companion diagnostics. It might take some time for biomarkers and diagnostics to be used efficiently, but “learning by doing” could drive a more efficient R&D process in the long run.

Drivers of development times: A number of factors affecting development times have been identified. First, regulators may be more risk averse, leading to increased regulatory stringency and longer regulatory reviews. Second, companies are directing efforts towards areas that are intrinsically associated with very long clinical development times. Third, clinical trials are becoming increasingly complex and, as a result, take longer to complete. Fourth, trade offs may be occurring between time and success rate—for example, longer Phase II development times that allow for additional scrutiny before deciding whether to advance to the next phase might produce higher success rates in Phase III. A better use of biomarkers might reduce overall development times by enabling pre-identification of patients with a high response rate and/or low probability of an adverse drug reaction.

A new drug development paradigm? A number of alternatives have been put forward to try to make the R&D process more efficient and affordable. The key suggestions include focusing on the earlier phases to reduce technical uncertainties before undertaking the more expensive trials in the later development stages and allowing for greater flexibility.

Conclusions
Mean estimates of R&D costs per successful drug are useful in providing an overall picture, but should be treated with caution. Important cost differences exist across therapeutic areas, firm sizes and compound origins. In addition, many of the cost estimates in the literature focus on self-originated new compounds and exclude licensed-in compounds and compounds that have been discovered and/or developed via alliances or deals between companies, which are
increasingly common. Other cost estimates do not differentiate at all between self-originated and licensed-in compounds, making it difficult to gauge their accuracy. These issues should be factored in when drawing conclusions about R&D costs.

With these caveats in mind, it does appear that R&D costs per new successful medicine are increasing. The reasons for the increase in R&D costs are multiple—from higher cash outlays to higher costs of capital and higher attrition rates throughout the clinical trials process.

Technological challenges are driving these cost increases in part; today’s targeted diseases currently are more complex than diseases targeted decades ago, producing a negative impact on R&D costs. In addition, as we move towards personalised/stratified medicine, the need to identify the appropriate patient population more narrowly increases. Some examples already exist of new medicines being developed alongside companion diagnostics that target very specific patient subpopulations; this can increase the R&D costs in the short run as companies adapt to this new environment. In the long run, however, this “learning by doing” has the potential to make the R&D process more efficient.

Companies sometimes may advance projects prematurely through the R&D process when more time and resource invested at an earlier stage could prevent an ultimately unsuccessful and more expensive Phase III. Companies continue to work to improve the efficiency of R&D decisions by addressing those factors within their control—e.g. greater scrutiny in the early R&D stages, integrating health economics earlier in the process, and moving some trials to less expensive locations and/or using CROs to manage clinical trials. Biopharmaceutical companies also are trying to address the more complex scientific challenges through alliances with other companies and by working in collaboration with a range of other stakeholders. This allows both risks and rewards to be shared, rather than being borne by one party alone.

The R&D costs identified in our study are driven by a combination of factors, including changes in technology and decisions taken by companies and regulators. Whether the current drug development paradigm needs revising and—if so, how—is clearly an important policy issue that merits further investigation.
**INTRODUCTION AND CONTEXT**

**Key Points**

How much it costs to research and develop a successful new medicine has been an important policy issue at least since the 1960s. Cost estimates matter not just because of intellectual curiosity or for industry understanding of its performance, but because they are a key aspect of the international debate about the reasonableness of pharmaceutical prices and the magnitude of the long-term investments involved.

Debate continues about whether the R&D productivity of the biopharmaceutical industry has fallen. Calculations based on annual rates of R&D spending and the number of new molecular (chemical or biological) entities launched suggest a declining trend in R&D productivity. But it takes a long time to develop a new drug, so comparing current R&D spending levels with the current number of new approvals is an inaccurate measure of R&D productivity, at best.

Published estimates of the mean (average) cost of researching and developing a successful new medicine suggest an increased over the last decade—from the estimate of US$802m by DiMasi et al (2003) at 2000 prices (US$1,031m at 2011 prices) to the estimate by Paul et al (2010) of US$1,867m at 2011 prices. In this study, we present a new estimate, US$1,506m (at 2011 prices), which lies within this range. Our analysis explores how these costs have been evolving and for what reasons.

Mean estimates of R&D costs per new medicine and, in particular, drawing conclusions based on comparisons between estimates, should be treated with caution because of important differences in the studies, particularly in the use of different databases of drugs. Moreover, important differences exist across subgroups of drugs—for instance, by therapeutic area, by firm size and by compound origin.

An important international policy debate continues about how much it costs to research and develop a successful new drug (NME), be it chemical or biological. It is important to understand how much a new medicine costs to research and develop, identifying in particular the key drivers of changes in these costs over time, for at least two reasons:

1. To help understand the reasonableness, or otherwise, of the prices sought by producers of new medicines
2. Given R&D productivity challenges in recent years, companies must ensure that their R&D resources are spent optimally to maximise use of limited resources

Monitoring and understanding R&D cost drivers is important in devising optimal responses to change. These responses, however, need to come from both policy makers and biopharmaceutical companies. On the one hand, the pharmaceutical industry is highly regulated (R&D, marketing authorisation, pricing) so there is a need to explore what actions regulators can take to make R&D more efficient—without compromising safety and efficacy and still ensuring that new drugs provide value for money. On the other hand, companies need to take appropriate action to increase R&D productivity, in part by improving the ability to assess accurately the value of pursuing or discontinuing projects.

---

1 See, for example, Bogue (1965).
2 Throughout the paper, we use the acronym “NME” (new molecular entity) to refer to a new product, whether chemical or biologic. Note that some other researchers instead use “NCE” (new chemical entity) and CMRI uses “NAS” (new active substance). See the Glossary for definitions of each term.
With this as context, the objective of this publication is to provide an up-to-date overview of the literature estimating drug R&D costs. In this study, R&D costs are the costs of researching, developing and gaining regulatory approval for a successful new medicine. As described in more detail in Figure 2.1, R&D costs include pre-discovery costs (or basic research), pre-clinical (or discovery) costs, clinical (or development) costs, and costs associated with regulatory review. Pre-discovery and pre-clinical stages are sometimes jointly referred to as “discovery research” (the “R” of “R&D”). Clinical (or “development”) costs include Phase I, Phase II and Phase III costs (the “D” of “R&D”). R&D costs do not include Phase IV costs, studies done after marketing begins. We present some new observations on drug R&D costs, using previously unpublished evidence, and explore what we believe are the most important factors that are driving change in the key variables affecting costs.

**Context: Setting the Scene**

Debate continues about whether the R&D productivity of the pharmaceutical industry has decreased over time. The rationale of claiming it has decreased relies on comparing annual global pharmaceutical R&D spending (the “input”) and the number of NMEs launched (the “output”). Figure 1.1 shows pharmaceutical R&D spending since 1990 in Europe and in the US (in euros and US dollars, respectively). Rates of growth have suffered some peaks and troughs over the last two decades and especially over the last few years. Indeed, R&D spending in the US and Europe fell in 2008 and may have fallen again in 2011, but the general trend is a rising one.

**Figure 1.1. European and US R&D Spending**

While Figure 1.1 shows the evolution of the “input” variable, i.e. R&D spending, Table 1.1 shows one way of measuring R&D “output” in the pharmaceutical industry—the number of new chemical or biological entities launched in the same time period.

**Table 1.1. Number of new chemical or biological entities (1990–2009)**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>215</td>
<td>207</td>
<td>162</td>
<td>146</td>
</tr>
<tr>
<td>Average per year</td>
<td>43</td>
<td>41</td>
<td>32</td>
<td>29</td>
</tr>
</tbody>
</table>

Source: EFPIA (2010a)
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Table 1.2 breaks down the 2005–2009 figures to show new entities reaching world markets since 2005, year on year.

#### Table 1.2. Number of new chemical or biological entities (2005-2009)

<table>
<thead>
<tr>
<th>Year</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>30</td>
<td>35</td>
<td>25</td>
<td>31</td>
<td>25</td>
</tr>
</tbody>
</table>

Source: EFPIA (2010a)

Wang and McAuslane (2012) find that the European Medicines Agency (EMA) approved 13 and 23 NMEs in 2010 and 2011, respectively, while the US Food and Drug Administration (FDA) approved 19 NMEs in 2010 and 32 in 2011.

The number of new entities launched has decreased from an average of 43 per year between 1990 and 1994 to around 30 or fewer per year over the last five years.

If we use this data to crudely analyse R&D productivity, we can argue there has been a decline in productivity; the input (R&D spending) is growing while the output (measured by the number of NMEs) is decreasing. However, as explained in greater detail later in this publication, it takes considerable time to research, develop and gain approval for an NME; hence, the outputs we observe during recent years are the result of R&D that was done 10–15 years ago. It is important that we do not focus solely on the static relationship between R&D spending and NME count as the basis for conclusions about whether productivity has increased or decreased. Whether the productivity of recent R&D spending has decreased will not be clear until we can count the number of new successful entities launched in the next five to ten years.

Closely related to the productivity discussion is another heavily debated issue about the pharmaceutical industry: how much it costs to develop a successful NME.

Taking a high-level view, and without looking at the details of each of the studies that estimate these costs, the costs of researching and developing a new drug appear to have increased significantly over the last decades. Indeed, Barker (2010) argues that “the current model for developing new drugs is becoming unaffordable” (page 357). The latest estimate places the cost of a successful drug, from the start of the R&D process to marketing approval, at around US$1.9b (Paul et al, 2010) in 2011 prices\(^3\). In 2003 these costs were estimated to be US$1.0b in 2011 prices (DiMasi et al, 2003), which itself was a large increase on an earlier estimate of US$451m in 2011 prices in the early 1990s (DiMasi et al, 1991).

Later in this publication we present our own new R&D costs estimate, based on our analysis of unpublished data collected by CMRI. Our estimate, US$1.5b in 2011 prices, lies within the US$1.0b–US$1.9b range. But, as argued in the next section, we need to be cautious when comparing the different estimates.

---

\(^3\) Throughout the paper, we have updated all costs estimates to 2011 prices using the US GDP implicit price deflator.
Ideally, given that our main interest is to identify trends in real costs per successful NME, we would base this estimate on information from all successful NMEs over time. But such comprehensive information is not available. The various estimates that are available, moreover, use different databases, many of which cannot be compared as they contain confidential, project-specific information, and drugs of different vintages; conclusions based on comparisons across studies that use different databases should be treated with caution. To explore trends, we compare across studies that use similar databases and methodologies. This allows us to identify how the various elements that make up total R&D cost have been evolving over time.

The R&D cost per new medicine approved is indeed increasing. The reasons for the increase are multiple—from higher cash outlays to higher costs of capital and more expensive development phases in terms of out-of-pocket costs. Furthermore, success rates for clinical testing, legally required for a new drug to obtain a marketing authorisation, have been declining. We explore all of these factors in greater detail.

Although mean estimates of R&D costs per successful drug may provide a useful overall picture, they hide important cost differences that exist across therapeutic area, firm size, and compound origin. These issues should be factored in when drawing conclusions about R&D costs.

With respect to compound origin, many of the cost estimates in the literature focus on self-originated NMEs, i.e. they exclude licensed-in compounds and compounds that have been discovered and/or developed via alliances or agreements between companies. Alliances are becoming important in the biopharmaceutical market—not only between biotech and large pharmaceutical companies, but also between “big pharma” companies themselves. Where available, we compare costs for self-originated and licensed-in products.

This publication is organised as follows.

- Section 2 reports on mean cost estimates and discusses how key parameters have been evolving over time. For each parameter, we present the latest evidence and then discuss, where possible, it has have been evolving. We focus on four parameters, in this order: out-of-pocket costs, failure rates, time, and cost of capital. The last three components are relevant because costs are presented as capitalised value at launch, inclusive of failures.

- Section 3 presents unpublished new evidence on R&D costs, based on a number of CMRI surveys.

- Sections 4–7 discuss the factors that produce different R&D costs for different kinds of medicines and summarise the evidence as to how much these factors affect development costs.
  - Section 4 presents results quantifying differences across therapeutic areas.
  - Section 5 differentiates between self-generated and licensed-in compounds, and comments on the importance of alliances in drug development.
  - Section 6 takes into account whether and how firm size affects development costs.
  - Section 7 reports on estimates for “biotech” products (“biologicals”) and how they compare with small molecules (“chemicals”).
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- Section 8 provides an overview of the key drivers of trends affecting the different components of drug development costs.
- Section 9 concludes.

Figure 1.2 shows the structure of the paper. The numbers in brackets indicate the relevant section of the paper.

**Figure 1.2. Structure of the paper**
THE COST OF A NEW MEDICINE—THE MEAN

Key Points
We identified eleven studies published since 1979 that estimate mean R&D costs of a successful NME. The most recent estimate is US$1.9b, a tenfold increase from the 1979 estimate of US$199m (both in 2011 prices).

We also provide a new cost estimate, based on CMRI data, of US$1.5b in 2011 prices. This estimate lies between the estimates by DiMasi et al (2003) and Paul et al (2010). Note that comparisons between different studies based on project-specific data are not straightforward because the studies often use different samples (specific drugs, drug vintages and companies). Most of the evidence focuses on clinical costs (i.e. the “D” of R&D), rather than pre-clinical or discovery (i.e. the “R” of “R&D”). This is because little, if any, project-specific evidence for the early research stages is available.

Four main variables determine the capitalised cost of a new drug estimate: out-of-pocket costs, success rates, development times and the cost of capital.

Out-of-pocket costs: Out-of-pocket development costs, before adjusting for failures, appear to have increased over time since the first DiMasi et al (1991) article. The most recent estimates, by Paul et al (2010) and Adams and Brantner (2010), are very similar for out-of-pocket development costs (i.e. from Phase I through Phase III) at around US$215-220m in 2011 US$. The studies are less consistent in their estimates of the magnitude of the cost of the different clinical trial phases.

Success rates: The most recent estimates of probability of success for Phase I, Phase II and Phase III are between 49% and 75%, 30% and 48%, and 50% and 71%, respectively. Overall, the cumulative clinical success rate appears to have decreased over time. Pamnoll, Magazzini and Riccaboni (2011) find significant decreases in success rates, especially in Phase II and Phase III. But analyses by DiMasi and colleagues since the early 1990s suggest that success rates across the different phases have changed little.

Development times: Overall development time (Phases I–III) appears to have remained relatively constant over time, at around 6.5 years (75–79 months) on average. Phase III trials tend to be the longest development phase, although the most recent work suggests that development times for Phases II and III now are similar.

Cost of capital: The long timescales of pharmaceutical R&D mean that the cost of capital has a major impact on the final cost per successful NME. The estimated cost per successful drug is highly sensitive to the cost of capital applied. The more recent studies use a real annual cost of capital of 11%, up from the 9% used by DiMasi et al (1991).

In this section we report on those papers that estimate the cost of a successful drug, i.e. one that is approved for marketing by a regulatory agency. We focus on the process from the start of discovery research to obtaining a marketing authorisation. Figure 2.1 shows this R&D process graphically.
Broadly speaking, the R&D process can be divided into two parts: research and development. Research occurs at the early stages (under the heading “discovery research” in the graph). Discovery research sometimes is referred to as “pre-clinical research”. There is an earlier stage, “basic research” (or “pre-discovery”), but only one paper provides cost estimates for this phase (Paul et al, 2010). “Development research” (or “clinical research”) has three stages: Phase I, Phase II and Phase III.

After Phase III, companies submit their evidence for “regulatory review” to the relevant regulatory agencies (e.g. the Food and Drug Administration (FDA) in the US and the European Medicines Agency (EMA) in Europe). If successful, companies then may market the drug⁴; Phase IV research may occur in response to requirements or requests from the relevant authorities for more information about the drug, particularly in actual use, or be undertaken by the company for other reasons. This publication focuses on discovery research, development research, and regulatory review—but mainly on the development phases. Phase IV costs are not included as R&D costs.

Animal testing (included in Figure 2.1)—also known as “animal experimentation”, “animal research”, and “in vivo testing”—is the use of non-human animals in experiments. Currently, all new pharmaceuticals undergo rigorous animal testing. These safety tests, which provide crucial information for planning human trials, represent only a small proportion of the development process for a new medicine (Animal Research Info, nd). Safety testing begins early in the exploratory development of a potential drug with acute toxicity tests (short-term animal testing in Figure 2.1). Longer toxicity studies are used to support and inform long term clinical studies.

⁴ Whether and how soon the drug actually appears on the market also will depend on any pricing and/or reimbursement determination that is required.
with the registration requirement of the drug in mind. These are usually 30-day studies, followed by six-month toxicity studies. As shown in Figure 2.1, drug candidate compounds continue to be tested on animals throughout the clinical trial process; data from human studies are used to inform and refine the animal studies so that they reveal more useful and accurate data. We do not specifically discuss costs of animal testing in this publication, as few studies provide specific cost information on them (see DiMasi et al., 1991 and 2003).

Before discussing existing estimates of the costs of an approved drug, it is important to highlight the difference across the studies. Comparing like to like is important in assessing trends accurately.

We identified eleven studies published since Hansen’s seminal 1979 publication that estimate the mean cost of a successful NME5. Table 2.1 shows only the studies that use new evidence; we omit studies that reproduce evidence from previous studies. The table shows how these studies compare across the key issues that drive the estimations and summarises the data sources and cohorts of drugs used.

Broadly speaking, R&D cost estimates have used either aggregate data or project-level data. The first method uses industry-wide data and is based on estimating the economic relationship between past values of total research spending and new-drug approval rates. The second method uses data for individual projects collected by surveying pharmaceutical companies.

The cost estimates based on project-level data use different samples. Data differ in terms of drug vintage, i.e. time period when the drugs in the sample were first tested in humans or when they were approved; databases, i.e. the sample of drugs included and whether these were drawn from confidential surveys or publicly available; and the specific companies whose projects are included.

Most of the studies using project-specific data focus on development research (see Figure 2.1). The main reason for this is that estimates of the cost of “discovery research” are not project specific, so the studies that present an estimate for discovery (see Table 2.1) need to make assumptions on the allocation of discovery costs to particular medicines that are developed subsequently, as explained below.

Annex 1 contains the list of papers that have provided new evidence on any of the parameters or issues that drive R&D costs. Some papers provide evidence on all parameters, while others offer evidence on only a limited number. The data sources for the papers listed in Annex 1 are mentioned in the relevant parts of this publication.

The next sections discuss the key variables that drive R&D costs for new medicines: out-of-pocket costs, success/failure rates, timelines, and the cost of capital. Our interest lies in understanding the fully capitalised cost of a successful new drug, i.e. we want to include all the elements that determine the cost of a successful new drug. Capitalised cost, which is out-of-pocket cost corrected for the cost of capital, is the standard accounting method for long-term investments. It recognises that investors require a return on research investments that reflects

---

5 Some papers have estimated the cost of developing new drugs under the auspices of what have become known as “product-development partnerships” (PDPs), especially for neglected diseases. The discussion of these estimates is beyond the scope of this publication; for more information, see GATB (2001) and MMV (2008).
### Table 2.1. Comparison of models calculating mean R&D costs

<table>
<thead>
<tr>
<th>Publication</th>
<th>Sample of NMEs</th>
<th>Source of data</th>
<th>Cost of capital (real)</th>
<th>Discovery research included?</th>
<th>Geograph</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hansen, 1979</td>
<td>First tested in humans between 1963 and 1975</td>
<td>Confidential survey (14 US pharmaceutical companies)</td>
<td>8%</td>
<td>No</td>
<td>US</td>
</tr>
<tr>
<td>DiMasi et al, 1991</td>
<td>First tested in humans between 1970 and 1982</td>
<td>CSDD (full sample)</td>
<td>9%</td>
<td>Yes (estimated)</td>
<td>US</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSDD (subsample – n=93)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>12 US-owned pharmaceutical companies (firm proprietary)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi et al, 2003</td>
<td>First tested in humans between 1983 and 1994</td>
<td>CSDD (full sample)</td>
<td>11%</td>
<td>Yes (estimated)</td>
<td>US</td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSDD (subsample – n=68)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>CSDD (full sample)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>10 pharmaceutical companies (firm proprietary)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>DiMasi et al, 2003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adams and Brantner, 2010</td>
<td>Drugs entering human clinical trials for the first time 1989-2002</td>
<td>Adams and Brantner, 2006</td>
<td>11%</td>
<td>No</td>
<td>Global</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Standard &amp; Poor's CompuStat Industrial file and Global Vantage Industrial Commercial file</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Adams and Brantner, 2006</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>1997-2007(^1)</td>
<td>Pharmaceutical Benchmarking Forum + Lilly internal data</td>
<td>11%</td>
<td>Yes</td>
<td>Global</td>
</tr>
</tbody>
</table>

\(^1\) We are uncertain about this timeframe of both papers as they are not explicit about this. Note that all papers focus on self-originated NMEs.
potential alternative uses of that investment. So, the capitalised cost per drug approved increases out-of-pocket costs by the cost of capital for every year from the initial investment to approval (Paul et al, 2010). We also take society’s perspective when calculating the cost of approved drugs, which means that the total cost of developing a new drug will be the same no matter who pays. This is important particularly for the discussion of tax treatment of R&D expenditures, as mentioned below.

Figure 2.2 shows the time periods for the different cohorts of medicines included in the studies that include cost data for individual projects.

**Figure 2.2. Sample of NMEs: time period when first tested in humans**

Note: How to read Figure 2.2: Hansen (1979) includes a sample of NMEs first tested in humans between 1963 and 1975; DiMasi et al (1991) between 1970 and 1982, and so on

Source: Table 2.1.

Based on Figure 2.2 above, we can infer that Hansen’s paper looked at drug R&D costs during the early 1960s–mid-1970s, Wiggins (1987) and DiMasi (1991) during the 1970s and mid-1980s, DiMasi (2003) between the early 1980s and mid-1990s, Gilbert, Henske and Singh (2003) for the mid-1990s and early 2000s, and both the Adams and Brantner papers for the period between the late 1980s and early 2000s. Paul et al (2010) are not specific about the dates for their sample of NMEs; they say only that their database, from the Pharmaceutical Benchmarking Forum, integrates R&D productivity data from a group of large pharmaceutical firms, that it was started in 1997, and that the data reported include pipeline and productivity information through December 2007.
Table 2.2 summarises mean development costs presented in the various studies. All original estimates have been updated to US$ 2011 prices. Note that adjusting previous original estimates to 2011 prices does not mean that these estimates are an estimate of the cost per NME approved in 2011. The last row presents our new estimate based on unpublished CMRI data, discussed in detail in Section 3.

Table 2.2. Estimates of the full cost of bringing an NME to market (2011 US$m)

<table>
<thead>
<tr>
<th>Source</th>
<th>US$m, 2011 prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hansen, 1979</td>
<td>199</td>
</tr>
<tr>
<td>Wiggins, 1987</td>
<td>226</td>
</tr>
<tr>
<td>DiMasi et al, 1991</td>
<td>451</td>
</tr>
<tr>
<td>OTA, 1993</td>
<td>625</td>
</tr>
<tr>
<td>Myers and Howe, 1997</td>
<td>664</td>
</tr>
<tr>
<td>DiMasi et al, 2003</td>
<td>1,031</td>
</tr>
<tr>
<td></td>
<td>(2000-2002) 2,185</td>
</tr>
<tr>
<td>Adams and Branter, 2006</td>
<td>1,116</td>
</tr>
<tr>
<td>Adams and Branter, 2010</td>
<td>1,560</td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>1,867</td>
</tr>
<tr>
<td>Mestre-Ferrandiz et al, 2012</td>
<td>1,506</td>
</tr>
</tbody>
</table>

Note: All values are adjusted to US$ 2011 prices using data for the US GDP implicit price deflator from the World Bank. The GDP implicit deflator shows the rate of price change in the economy as a whole, being the ratio of GDP in current local currency to GDP in constant local currency.

Figure 2.3 shows graphically how the estimates of mean R&D cost per NME differ across studies. Each bar represents one study, plotted at the middle of the time interval when projects in each study were first tested in humans. For example, projects included in Paul et al (2010) were first tested in humans between 1997 and 2007; the middle year is thus 2002. The hatched bar represents our new estimates based on CMRI data.
Figure 2.3. Mean R&D costs per successful NME by middle year of study data (2011 US$m)

At an industry level, Wiggins (1987) computed a fully capitalised cost of a new chemical entity for the period 1970–1985 of US$226m (in 2011 prices). His method included a regression of the total number of NMEs that the FDA had approved between 1970 and 1985 on the estimated total NME-oriented research spending in previous years.

Studies using project-specific data build on Hansen’s (1979) work, in particular the DiMasi et al papers of 1991 and 2003. Hansen used micro-level project data, collecting data on 67 products that entered clinical testing between 1963 and 1975 and were approved for marketing starting around 1970. Hansen estimated the cost to be US$199m (in 2011 prices).

The two DiMasi et al papers use the same methodology as Hansen (1979). They also use a consistent source of data, although as mentioned before they use a different cohort of NMEs. DiMasi et al (2003) estimate that the average out-of-pocket R&D cost per new drug is US$403m (in 2000 prices). Capitalising these costs to the point of marketing approval at a real annual cost of capital rate of 11% yields a total pre-approval cost estimate of US$802m in 2000 prices. In 2011 prices, the cost estimate is US$1.0b.

DiMasi et al (2003) build on earlier research conducted by the same authors (DiMasi et al, 1991). In both papers, they use micro-level data on the cost and timing of development obtained.
through confidential surveys of pharmaceutical companies. Given the importance of these papers, we explain in some detail both the data and methodology used by these authors.

The DiMasi studies supplement the project level data with data from the Tufts Center for the Study of Drug Development (CSDD) database of investigational compounds. For their second paper, the authors use this database to randomly select compounds that were self-originated by the companies surveyed and first tested in humans during the period 1983–1994. Surveys then were sent to 24 firms, some of which have since disappeared through mergers; although twelve companies replied to the survey, data from only ten companies were usable. These ten firms provided additional information on 76 compounds, but data on eight of those compounds were unusable. Hence, 68 compounds were chosen for the analysis of cost per phase. Clinical phase success probabilities are estimated from the data in the CSDD database of investigational drugs from which the survey sample was drawn.

Evidence presented by DiMasi et al (2003) on the costs of the discovery (i.e. pre-clinical) stages was based on aggregate data. In particular, aggregate level data at the firm level were used to impute costs per drug for R&D incurred prior to human testing. This is because, given the characteristics of such research, costs cannot be allocated to specific compounds.

Two recent papers (Adams and Brantner, 2006; Adams and Brantner, 2010) seek to replicate the DiMasi et al estimates using alternative data sources: PharmaProjects, for evidence on success rates and phase duration, and Standard & Poor’s CompuStat Industrial file, for firms’ R&D expenditures. Adams and Brantner thus try to solve the concern about much of the data being confidential, and so not available to other researchers for analysis, by using data that potentially could allow their research to be replicated. As a consequence, however, they do not have access to cost data at individual project level. Overall, their cost estimates tend to be somewhat higher than the DiMasi et al (2003) US$1.0b figure (2011 prices), albeit with wide variations across therapeutic areas and firms.

The Adams and Brantner (2006) data set includes all drugs that first entered one of the three phases of human clinical development somewhere in the world after 1989, which is the first year that PharmaProjects provides detailed and easily-accessible information on drug histories. While they have a larger sample of drugs than used in the DiMasi et al (2003) work, Adams and Brantner (2006) use the DiMasi et al (2003) estimates for R&D expenditures by phase. In general, PharmaProjects data show a higher probability that drugs will enter Phase III and, thus, higher expected total costs for those drugs being tested. This is because expected cost per phase is the result of the product of out-of-pocket costs and probability of success. However, higher probability of success entails lower cost per successful molecule, other things constant.

Adams and Brantner (2006) estimate capitalised clinical costs per investigational compound of US$626m, at 2011 prices (versus US$600m in DiMasi et al (2003), also at 2011 prices) and total capitalised cost per successful compound of US$1.1b at 2011 prices, using the same preclinical costs as DiMasi et al (2003).

---

6 For the DiMasi et al 1991 paper, compounds chosen were first tested in humans during the period 1970 to 1982.

7 It seems that PharmaProjects does not report information on some drugs until they are in at least Phase II. Missing data in early trials may lead to upward biased estimates of transition probabilities. We are grateful to Prof Patricia Danzon for pointing this out.

8 Adams and Brantner (2006) report their numbers in 2000 prices; we have converted them to 2011 prices using the US GDP implicit price deflator.
Adams and Brantner (2010) set out another independent test of DiMasi et al (2003) using a publicly available data source with R&D expenditures from 183 publicly traded firms (compared to the ten in DiMasi et al, 2003), which includes firms with both R&D expenditure information in the CompuStat database (see Danzon, Nicholson and Pereira, 2005) and drugs in the PharmaProjects data set. Specifically, Adams and Brantner (2010) combine data from two sources: Standard & Poor’s CompuStat Industrial file and the Global Vantage Industrial Commercial file (also used by Danzon, Nicholson and Pereira, 2005). These data sets provide information on publicly traded drug companies including net sales, employment and R&D expenditure. The data on drugs in development come from PharmaProjects (as in their 2006 paper). The two data sets overlap for the period 1989–2001 and are matched using the name of the pharmaceutical firm. The authors do not estimate pre-clinical expenditure.


The work by Gilbert, Henske and Singh (2003) uses a model from Bain and Company to calculate total R&D costs. They split their sample into two overlapping time periods: 1995–2000 and 2000–2002. The cohort of projects used in this work is not specified, but appears to include medicines first tested in humans between 1995 and 2002. Gilbert, Henske and Singh (2003) calculate that the investment required for one successful drug approval is US$1.4b and US$2.2b, in 2011 prices\(^9\), for the earlier and later time periods, respectively.

The most recent estimate can be found in Paul et al (2010), which uses another confidential database at project level. This paper uses R&D performance productivity data from 13 large pharmaceutical companies provided by the Pharmaceutical Benchmarking Forum as well as the internal data of the authors’ employer, Eli Lilly and Company. Figure 2.4 shows the data used in their drug development model.

---

\(^9\) Gilbert, Henske and Singh (2003) report their numbers in 2000 prices; we have converted them to 2011 prices using the US GDP implicit price deflator.
Paul et al suggest that the cost of developing a single NME stands at US$1.867bn (in 2011 prices). For the first time, this research provides a detailed analysis for the discovery stage—see the four left columns in Figure 2.4; the next four columns relate to the development stages. Based on the figures provided above, discovery out-of-pocket costs and discovery capitalised costs represent 32% of total out-of-pocket costs and 46% of total capitalised costs, respectively. Paul and colleagues note that their discovery costs are an underestimate, as earlier phases prior to target selection are excluded. Based on their analysis, only 8% of NMEs will successfully make it from point of candidate selection (i.e. moving from preclinical into Phase I) to approval. In DiMasi et al (2003), preclinical out-of-pocket costs represent 30% of total out-of-pocket costs and preclinical capitalised costs represent 41%. These shares are similar to those in Paul et al (2010).

The studies above differ in their endpoints, i.e. in whether they include the interval between regulatory approval, or licensing, and actual marketing or “launch”. The DiMasi et al (2003) and Adams and Brantner (2006, 2010) studies consider expenditures up until regulatory approval. Paul et al (2010) and our calculation, based on CMRI data, includes expenditures from submission for approval to first launch, i.e. appearance on the market. Varying intervals of time may elapse between regulatory approval and actual marketing, particularly in countries that require pricing and reimbursement review and/or assent before marketing can commence (see EFPIA, 2010b). However, this amounts to a relatively small proportion of total R&D costs; for instance, in our analysis, only some US$35m, out of US$1.5b, is spent between submission and launch.

Note also that interpretations of variations in cost data between studies should be done with caution as costs are not completely exogenous. Costs are partly the result of strategic behaviour by the firms themselves and partly the result of technological change. Indeed, firms may choose a high-risk (high-cost)/high-return strategy or a low-risk (low-cost)/low-return strategy.

Figure 2.4. Analysis by Paul et al (2010)

![Figure 2.4: Analysis by Paul et al (2010)](image)

Policy Discussions around the Cost Estimates

A number of criticisms of the cost estimates discussed above have arisen, especially after the US$802m figure was published in 2003 by DiMasi et al. Below, we examine six papers, reports or books that have received widespread attention, highlighting their main criticisms and providing our views on them.

The first of the six, published in 2001 (Young and Surrusco, 2001), criticises the original DiMasi et al (1991) paper, although much of the criticism also would apply to DiMasi et al (2003). Young and Surrusco (2001) argue that the first analysis carried out by DiMasi et al (1991) is highly misleading, claiming in particular that it includes significant expenses that are tax deductible and also assumes unrealistic scenarios of risk. It cites a PhRMA estimate of US$500m, based on DiMasi et al. Young and Surrusco used a simpler measure than the one used by DiMasi and colleagues, also derived from data provided by the industry. The analysis divides the total number of drugs approved by total industry spending on R&D, allowing for some time lag. In particular, it allows for a seven-year lag between the start of R&D spending and FDA approval. For instance, using R&D spending between 1988 and 1994, and NMEs approved between 1994 and 2000, yields the highest pre-tax cost estimate per new drug of US$108m; after adjusting for the tax deductibility of R&D expenses, this is reduced to US$71m (all at 2000 prices). The lowest after-tax cost estimate, at US$57m (2000 prices), is achieved by dividing total R&D expenditure between 1984 and 1990 by the number of new drugs approved between 1990 and 1996. Young and Surrusco (2001) also estimate pre- and post-tax R&D spending per NME, similar to DiMasi et al (1991). The after-tax cash outlay calculated by DiMasi et al (1991) is roughly twice as high as the Young and Surrusco estimate (including all new drugs approved).

The Young and Surrusco (2001) report criticises the data and methodology used by DiMasi and colleagues, along the following lines: (1) the information provided in the surveys was not independently verified or checked for accuracy, (2) the analysis focuses only on the most expensive new drugs, not all new drugs, (3) the estimate includes the cost of all failed drugs and opportunity costs, i.e. the expense of investing in drug research rather than alternative types of investment, and (4) the calculations ignore the substantial tax deductions that companies are allowed in the US for R&D.

One of the most prominent critics of DiMasi et al (2003) is Angell (2004), whose focus has been on a number of issues relating to the pharmaceutical industry, not just drug development costs. For the purposes of this publication, however, we only refer to her comments on the DiMasi et al cost estimate. She argues that drug R&D costs are far lower than the US$802m estimate—in fact, well under US$100m. Angell has five main criticisms of the DiMasi et al work, some of which are very similar to those expressed by Young and Surrusco (2001) some years earlier.

1. The data come from companies directly and cannot be replicated by other researchers unless they have similar access to the companies
2. The estimates are based on only at a tiny handful of the most expensive drugs
3. Only self-originated compounds are included and these represent a small proportion of new drugs
4. Estimates should not be capitalised, given that companies are not investment houses and have no choice but to spend money on R&D
5. Estimates are pre-tax, so they do not reflect the fact that R&D expenses are deductible
Goozner (2004) also criticises the DiMasi et al. estimate heavily. His focus is on the reasons DiMasi et al. (2003) identify for the increase in the cost of clinical trials. Goozner argues that the publicly funded research institutes in the US are more efficient providers of clinical trial services than the private sector. If the DiMasi et al. (2003) work “had factored out the half of the industry research that is more properly categorised as corporate waste” (page 246), he alleges, their number would have been in the US$115–240m region.

The issue around the confidential nature of the data used by DiMasi et al. (2003) also was picked up in an exchange of papers between DiMasi, Hansen and Grabowski (2005a and 2005b) and Light and Warburton (2005a and 2005b) in the *Journal of Health Economics* in 2005. Light and Warburton outline what they consider six “serious sources of doubt about the validity and usefulness of the source data and methods used by DiMasi and colleagues” (Light and Warburton, 2005a, page 1031). These refer, among other items, to the fact that the data are based on confidential surveys and that it would be in the interest of pharmaceutical companies for cost estimates to be high(er). In their reply, DiMasi and colleagues state that they carried out numerous validations of their results using alternative data sources and analyses. The reliability of the data is supported by others, notably the US Congress’s Office of Technology Assessment study, which states that “the estimates by DiMasi and colleagues of the cash outlays required to bring a new drug to market and the time profile of those costs provide a reasonably accurate picture of the mean R&D cash outlays for NMEs first tested in humans between 1970 and 1982” (OTA, 1993, page 66).

Light and Warburton (2011) argue that estimates of R&D costs are too high, focusing exclusively on DiMasi et al. (2003) as “there is no more recent detailed study” (page 3). They do not comment on other work, such as Adams and Brantner (2006, 2010) and Paul et al. (2010). Light and Warburton (2011) repeat most of the objections discussed above, adding that (1) the costs of the research component of R&D are unknown and highly variable, (2) clinical trials costs have been inflated in DiMasi et al. (2003), and (3) development times have been exaggerated.

Light and Lexchin (2012) make criticisms similar to those noted above.

As mentioned in the Introduction, we take a societal perspective when thinking about the costs of R&D of new medicines. From a societal point of view, the total cost of developing a new drug will be the same no matter who pays—tax rebates affect who bears the costs, but not the total amount. For the firm, of course, tax rebates reduce the cost by shifting part of those costs to other taxpayers.

Moreover, as noted above, other recent studies that have either used publicly available information or have used different confidential data also agree that the DiMasi et al. (2003) estimates were not overstated. It seems unlikely, then, that the data were unreliable.

To estimate the total cost per successful new drug emerging from R&D pipelines accurately, both the costs of lines of research that ultimately fail and the cost of capital must be included. Out-of-pocket costs are merely one part of the total cost. Capitalised costs are real costs. Investors require a return that reflects alternative potential uses of their investment. This capitalisation point is discussed later in the publication in detail.
The point about the decreasing importance of self-originated compounds relative to licensed-in compounds is valid, but has become so perhaps only recently as licensing-in has increased substantially. We discuss this later. Note that studies that use other databases, such as Adams and Brantner (2006, 2010) and Paul et al (2010) are not able to differentiate between self-originated and licensed-in compounds. As a result, these more recent estimates can be assumed to apply also to a wider universe of compounds, not just self-originated compounds.

Factors Affecting Development Costs
We now examine each of the four variables mentioned above: out-of-pocket costs, success rates, timelines and cost of capital. For each of these variables, we first provide the most recent evidence and then, where possible, explore how these variables have been evolving over time. Later on in the publication (Section 8), we explore which factors seem to be driving the evolution of these variables.

Out-of-Pocket Costs
Table 2.3 summarises the results obtained from the four studies that estimate out-of-pocket development costs (i.e. only for Phases I–III). Out-of-pocket development costs seem to have increased over time, especially relative to the 1991 DiMasi et al study.

Table 2.3. Out-of-pocket mean development costs (2011 US$m)

<table>
<thead>
<tr>
<th>Source</th>
<th>Phase I</th>
<th>Phase II</th>
<th>Phase III</th>
<th>Total Phase I–Phase III</th>
<th>Cohort year</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiMasi et al, 2003</td>
<td>20</td>
<td>30</td>
<td>111</td>
<td>161</td>
<td>First tested in humans between 1983 and 1994</td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>16</td>
<td>42</td>
<td>158</td>
<td>215</td>
<td>1997-2007¹</td>
</tr>
<tr>
<td>Adams and Brantner, 2010</td>
<td>31</td>
<td>111</td>
<td>78</td>
<td>220</td>
<td>Drugs entering human clinical trials for the first time between 1989-2001</td>
</tr>
</tbody>
</table>

¹ We are uncertain about this timeframe as the paper is not explicit.
If we compare the 1991 and the 2010 figures (US$37m and between US$215m and US$220m, respectively), out-of-pocket development costs have increased nearly 500%—which implies an average cumulative increase in real terms of nearly 10% per year over the 19 years.

Paul et al (2010) and Adams and Brantner (2010) differ not in the total cost estimate, but also in the value of costs across phases. Adams and Brantner (2010) estimate significantly higher costs for Phase II than any of the other three studies in Table 2.4. Moreover, Adams and Brantner’s work is the only one that estimates higher out-of-pocket costs for Phase II than for Phase III. The authors highlight this result—the reason they give is that their method may be misallocating expenditure to drugs in different stages of development, i.e. some costs that have been allocated to Phase II might actually have been spent in Phase I or III.

**Success Rates**

We have identified ten articles that provide evidence on success rates, although these differ in both methodology and data sets. Some of these papers do not use the results to estimate development costs. As mentioned above, only one paper provides detailed information on discovery (i.e. pre-clinical) success rates, namely Paul et al (2010). Figure 2.4 (above) shows the discovery success rates estimated by Paul et al (2010). Discovery is broken down into four steps: target-to-hit, hit-to-lead, lead optimisation, and pre-clinical. The overall probability of success—the product of the success rate for each step—for these four steps is 35%. Since this is the only estimate we have identified for discovery, it should be treated with caution.

Table 2.4 compares estimated clinical success rates. Note that the last column shows the overall clinical success rate, the product of the probabilities per stage. Comparisons across studies are not straightforward and should be viewed cautiously. For that reason, rather than comparing across all studies to explore the evolution of success rates, we focus on three sets of papers that use similar methodology and data sets: (1) Pammolli, Magazzini and Riccaboni (2011), (2) DiMasi et al (1991 and 2003), and (3) DiMasi et al (2010). We then comment briefly on the other papers.
Table 2.4. Probability of success (percentages)

<table>
<thead>
<tr>
<th>Source</th>
<th>Phase I</th>
<th>Phase II</th>
<th>Phase III</th>
<th>Cumulative probability of success (PI through PIII)</th>
<th>Cohort year</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiMasi et al, 1991(^1,,,^3)</td>
<td>75</td>
<td>44.2</td>
<td>63.5</td>
<td>21.1</td>
<td>First tested in humans between 1970 and 1982</td>
</tr>
<tr>
<td>DiMasi et al, 2003(^1,,,^3)</td>
<td>71</td>
<td>44.2</td>
<td>68.5</td>
<td>21.5</td>
<td>First tested in humans between 1983 and 1994</td>
</tr>
<tr>
<td>Kola and Landis, 2004</td>
<td>60</td>
<td>38</td>
<td>55</td>
<td>12.5</td>
<td>First-in-man to registration drugs during 1991-2000</td>
</tr>
<tr>
<td>Abrantes-Metz, Adams and Metz, 2005</td>
<td>81</td>
<td>58</td>
<td>57</td>
<td>26.8</td>
<td>Entered one of the stages of the human clinical trials for the first time between 1989 and 2002</td>
</tr>
<tr>
<td>Adams and Brantner, 2006</td>
<td>100</td>
<td>74</td>
<td>46</td>
<td>34.0</td>
<td>Drugs entering human clinical trials for the first time between 1989-2002</td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>54</td>
<td>34</td>
<td>70</td>
<td>12.9</td>
<td>1997-2007(^2)</td>
</tr>
<tr>
<td>Adams and Brantner, 2010</td>
<td>75</td>
<td>48</td>
<td>71</td>
<td>25.6</td>
<td>Drugs entering human clinical trials for the first time between 1989-2002</td>
</tr>
<tr>
<td>DiMasi et al, 2010(^1) (1993-2004)</td>
<td>65</td>
<td>40</td>
<td>64</td>
<td>16.6</td>
<td>First entered clinical testing between 1993 and 2004</td>
</tr>
<tr>
<td>DiMasi et al, 2010(^1) (1999-2004)</td>
<td>64</td>
<td>39</td>
<td>66</td>
<td>16.5</td>
<td>First entered clinical testing between 1999 and 2004</td>
</tr>
<tr>
<td>Pammolli, Magazzini and Riccaboni, 2011(^3)</td>
<td>68 – 49</td>
<td>58 – 30</td>
<td>80 – 50</td>
<td>31.6 – 7.4</td>
<td>Projects started between 1990 and 2004 in US, Europe and Japan</td>
</tr>
</tbody>
</table>

\(^1\) These are what DiMasi calls “transition probabilities”.
\(^2\) We are uncertain about this timeframe as the paper is not explicit about this issue.
\(^3\) Considering only self-originated compounds
\(^4\) Calculated as the product of all three success probabilities for each study
\(^5\) Pammolli, Magazzini and Riccaboni (2011) show the evolution of attrition rates across different phases between 1990 and 2004. In the table above, we report on the probability for 1990 and 2004, respectively. We calculate success rate as 1 minus attrition rate.
Pammolli, Magazzini and Riccaboni (2011) explore trends in attrition rates—the proportion of failures out of the total number of projects entering any given stage of R&D—for projects that entered clinical trials from 1990 to 2004 in the US, Europe and Japan. Figure 2.5, reproduced from their report, shows trends in attrition rates across five phases: preclinical, Phase I, Phase II, Phase III and registration. “Registration” in Figure 2.5 coincides with what we call “regulatory review” in Figure 2.1.

Figure 2.5. Trends in attrition rates

![Figure 2.5. Trends in attrition rates](image)

Source: Pammolli, Magazzini and Riccaboni (2011)

Figure 2.5 shows that attrition rates increased between 1990 and 2004 across all phases, but especially in Phase II and Phase III. Success rates have decreased accordingly.

Comparing DiMasi et al’s 1991 and 2003 papers, the total probability of success in clinical stages increased very slightly from 21.1% in 1991 to 21.5% in 2003. They found a decrease in Phase I but an increase in Phase III, while the Phase II rate is constant (see Table 2.4).

DiMasi et al (2010) divide their sample into two periods: 1993-1998 and 1999-2004. Comparing these two periods, Phase I and Phase II success rates slightly decreased while the Phase III rate increased. The combined effect is that the overall success rate fell slightly between the two periods, from 17.3% to 16.5% (see Table 2.5).

While DiMasi and colleagues find similar success rates over time, Pammolli, Magazzini and Riccaboni (2011) show very different results across time—in particular, a remarkable decrease in success rates for Phase II and Phase III between 1990 and 2004.

Relative to the probabilities reported by DiMasi et al (1991, 2003, 2010) and Pammolli, Magazzini and Riccaboni (2011), Adams and Brantner (2010) report slightly higher probabilities of success across the three phases. Probabilities found in Paul et al (2010) are within the range for Phases I and II (lower end) and slightly higher for Phase III.

Kola and Landis (2004) look at success rates for first testing in humans to drug approval during a ten year period (1991-2000) for ten large pharmaceutical companies based in the US and Europe. The acknowledgements in their paper suggest that the data come from the Pharmaceutical Benchmarking Forum, the same data source used by Paul et al (2010). Again, their probabilities of success are within our suggested range across the three phases.
In terms of absolute levels, and based on the most recent studies in Table 2.4, we could infer that the most recent estimates of probability of success for Phase I, Phase II and Phase III are between 49% and 75%, 30% and 48%, and 50% and 71%, respectively. Even the most recent studies show a wide range of success rates, which has important implications in terms of the number of projects that would be needed at each phase to ultimately produce one successful drug. Figure 2.6 shows the number of projects that would be required at Phase I, II and III under the low and high values of the ranges for probability of success just mentioned.

Figure 2.6. Number of NMEs required per phase for one successful NME, based on recent estimates for probability of success (high and low estimates)

As shown in Figure 2.6, using the low estimate of success probabilities, 13.6 projects would be needed in Phase I to achieve one approved NME; this compares with 3.9 for the high estimate.

Attrition Rates: Reasons for Failure
Several articles in the published literature explore the reasons for failure and project discontinuation. Overall, the analyses support the view that commercial reasons have been increasingly important for discontinuing projects. Two earlier articles (DiMasi, 1995a and DiMasi, 2001) explore reasons for research termination, grouped in three major categories: safety (“human toxicity” or “animal toxicity”), efficacy (“activity too weak” or “lack of efficacy”), and economics (“commercial market too limited” or “insufficient return on investment”). This work shows that over time “economic” reasons became more prevalent and that compounds that failed for economic or efficacy reasons were terminated much more frequently later in clinical testing. Indeed, economic reasons were the most frequent reason for termination in late-stage clinical research.
More recent analysis (Kola and Landis, 2004) also shows that commercial, i.e. “economic”, causes have become more important relative to more technical reasons such as adverse pharmacokinetics and bioavailability. Based on this research, Wilsdon, Attridge and Chambers (2008) argue that pressure is greater to terminate products that will not be differentiated in the market. Paul et al (2010) contend that the recent increase in the Phase III attrition rate especially is due primarily to the unprecedented nature of drug targets being pursued—more biologicals—as well as increasingly stringent safety standards being required for approval in most parts of the world.

Other researchers (Gordian et al, 2006) have explored Phase III trial failures reported from 1990 to 2002, focusing on small molecules only (i.e. excluding biologics) from large pharmaceutical companies. They found that a significant predictor of failure was whether drugs used a novel mechanism of action, with drugs using novel mechanisms failing more than twice as often in Phase III. Drugs that had both a novel mechanism and less objective endpoints failed 70% of the time; drugs with a validated mechanism and objective endpoints failed just 25% of the time. Gordian and colleagues defined an endpoint as objective if the clinical trial researchers could measure it with diagnostic tests whose results could be easily reproduced, or with scales that were both professionally measured and widely used; less-objective endpoints were defined as those that relied on less easily reproducible measurements, uncommonly used scales or self-reporting by patients. Gordian et al (2006) argue that the evidence overall shows that companies are not using Phase II trials as rigorously as they should to guide judgement as to whether to proceed to Phase III. They report learning of several examples where companies had pushed compounds through Phase III despite reservations by clinicians/statisticians based on Phase II results. It is possible, of course, that the results also reflect the trade off between the additional riskiness of novel mechanisms and treatments for diseases without well accepted endpoints, and the larger potential returns available from successful development of novel products to tackle untreated diseases.

Ma and Zemmel (2002) report a similar finding. They categorise drugs launched between 1991 and 2000 by the top 15 pharmaceutical companies as being either unprecedented/novel or “precedented”. They conclude that novel approaches have a higher risk of failure, with an overall development survival rate of 5% compared to 8% for previously-used approaches.

Pammolli, Magazzini and Riccaboni (2011) also analyse reasons for the increase in attrition rates based on their sample of R&D projects. They calculate the potential pay-off for an R&D project as the product of the probability of market launch multiplied by the potential market value of the compound, yielding an “expected probability of success” (POS) for each project. Their results show that, since 2000, companies have been focusing more on high risk, high premium areas with a lower POS, such as:

1. Chronic diseases (Alzheimer’s disease, diabetes, obesity, rheumatoid arthritis), compared to acute diseases. The average POS for chronic diseases is 6.9% compared to 8.8% for acute diseases
2. Potentially lethal diseases, mostly cancer and some infectious diseases, with an average POS of 5.5%, compared to 9.7% for non-lethal diseases

Some recent work (Puig-Peiró et al, 2012) also reinforces that commercial reasons are becoming more important in driving companies’ decisions on which products to continue/discontinue. Based on a survey of four large biopharmaceutical companies, for the period 2005–2009, this
study also finds that the impact of portfolio prioritisation activities was the main commercial reason for discontinuation and its importance increased during the later years of the survey.

**Development Times**

We summarise the evidence on the evolution of development times in Table 2.5. Throughout this section we focus on Phase I–III times, included in several studies. Other phases, such as regulatory review, regulatory submission to market launch, and animal testing are not measured consistently.

**Table 2.5. Development times (months)**

<table>
<thead>
<tr>
<th>Publication</th>
<th>Phase I</th>
<th>Phase II</th>
<th>Phase III</th>
<th>Total Phase I–Phase III</th>
<th>Cohort Study</th>
</tr>
</thead>
<tbody>
<tr>
<td>DiMasi et al, 1991</td>
<td>16.2</td>
<td>22.5</td>
<td>29.9</td>
<td>68.6</td>
<td>First tested in humans between 1970 and 1982</td>
</tr>
<tr>
<td>DiMasi et al, 2003</td>
<td>21.6</td>
<td>25.7</td>
<td>30.5</td>
<td>77.8</td>
<td>First tested in humans between 1983 and 1994</td>
</tr>
<tr>
<td>Abrantes-Metz, Adams and Metz, 2005</td>
<td>19.7</td>
<td>25.1</td>
<td>41.4</td>
<td>86.2</td>
<td>Entered one of the stages of the human clinical trials for the first time between 1989 and 2002</td>
</tr>
<tr>
<td>Adams and Brantner, 2006</td>
<td>19</td>
<td>30</td>
<td>30</td>
<td>79</td>
<td>Drugs entering human clinical trials for the first time between 1989-2002</td>
</tr>
<tr>
<td>Keyhami, Diener-West and Powe, 2006</td>
<td>N/A</td>
<td></td>
<td></td>
<td>61.2</td>
<td>Drugs approved in the US between 1 January 1992 and 1 January 2002</td>
</tr>
<tr>
<td>Adams and Brantner, 2010</td>
<td>16.6</td>
<td>30.7</td>
<td>27.2</td>
<td>74.5</td>
<td>Drugs entering human clinical trials for the first time between 1989-2002</td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>18</td>
<td>30</td>
<td>30</td>
<td>78</td>
<td>1997-2007¹</td>
</tr>
<tr>
<td>Kaitin and DiMasi, 2011</td>
<td>N/A</td>
<td></td>
<td></td>
<td>78¹</td>
<td>New product approvals in the US during 2000–2009</td>
</tr>
</tbody>
</table>

¹ We are uncertain about this timeframe as the paper is not explicit.

² Kaitin and DiMasi (2011) provide evidence for clinical phases in total without differentiating between phases.

The 78 months refers to the subset of FDA-approved compounds between 2000 and 2009.

Overall, it seems that development times, Phases I–III, have remained relatively constant over time since the early 2000s, at around 75–79 months on average. Two studies are “outliers”. Keyhami, Diener-West and Powe (2006) suggest distinctively shorter development times. Theirs was a retrospective study that examined development times for those drugs listed in the US Federal Register, 168 drugs approved between 1 January 1992 and 1 January 2002 met this eligibility criterion. The authors argue that it appears that the duration of total post-IND development time (which begins with Phase I) and regulatory review time both have decreased.
Moreover, clinical trial durations have not increased and appeared to be trending downward. Abrantes-Metz, Adams and Metz (2005), the other outlier, estimate total Phase I–Phase III development time to be around 86 months.

In the past, Phase III tended to take the longest time, but the most recent work seems to suggest that development times for Phases II and III are now similar.

Kaitin and DiMasi (2011) also provide duration times for approved drugs according to FDA’s therapeutic rating and confirm that approval phase durations for priority-review drugs are shorter than for standard drugs: 0.8 versus 1.6 years for those drugs approved between 2005 and 2009. However, total clinical phase duration for these drugs is similar: 6.3 years and 6.5 years for priority and standard drugs, respectively.

Cost of Capital
The long timescales of pharmaceutical R&D mean that the cost of capital has a major impact on the final cost per NME as R&D costs, on average, are incurred many years before any revenue is earned to recover them. Approximately half of the total cost per NME estimated by DiMasi et al (2003) was due to the cost of capitalising R&D expenditures using their assumption of an 11% real annual cost of capital rate, i.e. US$399m out of US$802m (2000 prices).

The estimated cost per NME is highly sensitive to the cost of capital applied. DiMasi et al’s (2003) sensitivity analysis implied that if the cost of capital were one percentage point higher or lower than 11%, then the cost per NME would rise or fall by approximately US$50m (year 2000 prices), respectively.

Two main issues arise with respect to the cost of capital invested in pharmaceutical R&D and are considered in turn in the following paragraphs. These are:

1. The magnitude of the cost of capital
2. Whether the cost of capital is assumed constant, or rather is assumed to fall as an R&D project progresses (if successful) through its various stages from discovery through development to launch—the so-called “staircase” approach.

The cost of capital should be measured as the expected return that is foregone, i.e. the return that would be expected from investing in an equally risky portfolio of other investments. Pharmaceutical R&D is predominantly (90% or more) financed by equity, rather than debt. The weighted average cost of capital (WACC) in this case is therefore very close to the cost of equity for pharmaceuticals.

---

10 All cost of capital rates are real annual rates, unless otherwise specified.
According to the capital asset pricing model (CAPM)—see for example Brealey and Myers (2000)—the cost of equity depends on:

1. The estimated risk free cost of capital
2. The equity market risk premium and
3. The non-diversifiable risk of a particular investment—i.e. the risk that investors cannot manage by holding a broad portfolio of investments. In the CAPM this is referred to as the “beta”.

All of these can only be measured by observation of historical data for capital markets, even though investments are inevitably forward looking. Empirical estimates of all three elements have varied over time. Table 2.6 lists the real annual costs of capital that have been used in major published studies of the cost of an NME.

Table 2.6. Cost of capital used in the literature

<table>
<thead>
<tr>
<th>Publication</th>
<th>Real Annual Cost of Capital</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hansen, 1979</td>
<td>8%</td>
<td>For R&amp;D expenditures in the 1960s and 1970s</td>
</tr>
<tr>
<td>Wiggins, 1987</td>
<td>8%</td>
<td>Used Hansen (1979) figure</td>
</tr>
<tr>
<td>DiMasi et al, 1991</td>
<td>9%</td>
<td>Based on a CAPM analysis by Grabowski and Vernon (1990) “for a representative sample of pharmaceutical firms for each of the years from the mid-1970s to the mid-1980s”</td>
</tr>
<tr>
<td>OTA, 1993</td>
<td>10% and 14% down to 10% “staircase”</td>
<td>10% = OTA's observed cost of capital for the pharmaceutical industry in “the early 1980s” (based on CAPM analysis) 14% to 10% “staircase” to test the effect of the risk-return staircase approach</td>
</tr>
<tr>
<td>DiMasi et al, 2003</td>
<td>11%</td>
<td>Based on CAPM analyses for “a representative group of pharmaceutical firms” at various points over the period 1985–2000</td>
</tr>
<tr>
<td>Adams and Brantner, 2006</td>
<td>11%</td>
<td>Used DiMasi et al (2003) figure</td>
</tr>
<tr>
<td>DiMasi and Grabowski, 2007b</td>
<td>11.5%</td>
<td>For biopharmaceutical firms specifically (i.e. not major pharmaceutical firms). Average real cost of capital estimated by the authors using a CAPM approach for years 1994, 2000 and 2004.</td>
</tr>
<tr>
<td>Vernon, Golec and DiMasi, 2009</td>
<td>14.36%</td>
<td>Fama-French based estimate. CAPM estimate for comparison was 11.02%.</td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>11%</td>
<td>Used DiMasi et al (2003) figure</td>
</tr>
</tbody>
</table>
Table 2.6 shows that there has been an upward trend in the assumed cost of capital for pharmaceutical R&D. Early estimates of the cost of a NME were based on a real cost of capital estimated to be 8%, starting with Hansen in 1979; DiMasi et al used 11% in 2003. The 11.5% figure used by DiMasi et al in 2007 was specifically for producers of biologicals and so is not directly comparable with the other figures. The figure that stands out is the 14.36% estimated by Vernon, Golec and DiMasi et al (2009).

All but one of the studies in Table 2.6 has used a CAPM approach. The exception is Vernon, Golec and DiMasi’s (2009) re-estimation of the DiMasi et al (2003) cost of an NME using a cost of capital for pharmaceutical companies estimated using the Fama-French model. The CAPM model assumes that the risk premium that investors will demand when investing in an industry, e.g. pharmaceuticals, is driven by a single factor: the extent of non-diversifiable risk, i.e. the extent to which returns to equity investment as a whole are correlated with returns in that particular industry. The extent of this correlation is known as the industry’s “beta”. The Fama-French model (see, for example, Fama and French, 1993) adds two further factors that appear to drive the cost of capital in an industry based on empirical observations even after controlling for beta: firstly, the stocks of small market capitalisation firms appear to yield higher rates of return than those of large market capitalisation firms (other things equal) and, secondly, rates of return for stocks with high ratios of book value to price per share appear to be higher than for firms with low ratios of book value of equity capital to market value of equity capital. Vernon, Golec and DiMasi (2009) estimate that whereas the CAPM estimate of the real annual cost of capital to the pharmaceutical sector is 11.02%, the estimate based on the Fama-French model would be considerably higher at 14.36%. They explain the higher estimate as follows:

Why do our COC estimates from the Fama–French model exceed the CAPM estimates for pharmaceutical firms? We find that the pharmaceutical industry is exposed to more size-related risk than the average industry. For example, the average industry has a 0.39 size-factor loading, compared to 0.67 for the pharmaceutical industry. Note that size risk is not purely based on company size but rather on the types of risks often faced by small firms. Pharmaceutical R&D projects have very skewed payoffs, and this could account for their extra size risk, even though the firms themselves are not particularly small. (Vernon, Golec and DiMasi, 2009, np).

However, using data from a different period, Fama and French (1997) estimated that for the pharmaceutical industry the relationship between cost of capital and market size was negative rather than positive; as a result they found the cost of capital for the pharmaceutical industry to be significantly below the CAPM estimate. Clearly the Fama-French estimates are sensitive to the time period and data set used. We therefore focus in what follows on the more recent CAPM estimates, but also test the sensitivity of the cost of an NME to a higher cost of capital similar to the Fama-French model estimate by Vernon, Golec and DiMasi.

All of the studies referred to in Table 2.6 produced their main estimates of the cost of an NME using a single cost of capital for all phases of pharmaceutical R&D although the OTA also tested, as a sensitivity to its main estimate, the impact of using a staircase approach. Here, a higher cost of capital is assumed to apply to discovery and pre-clinical testing than to later phases of clinical trials. The rationale for the staircase approach is explained in Myers and Howe (1997); essentially it is that investors appear to require a higher rate of return earlier in the R&D process
to commit their capital. The cost of capital for biotechnology companies, heavily focused on discovery and early stage development, has in the past been observed to be higher than the cost of capital for more traditional pharmaceutical companies, which have investments through all stages of R&D up to regulatory approval.

However, there may be reasons for this observed difference in costs of capital other than how early in the R&D process investments are concentrated—such as investors' relative lack of experience with biotechs and market perceptions of the relative management capabilities of smaller, newer biotechs relative to larger, longer established pharmaceutical companies. Also, over time, the pharmaceutical “market for technology” is becoming better established (Pammolli and Riccaboni, 2001). This provides an exit route for investors in early stage R&D who, if they wish, can now more easily find a buyer to take over their R&D project at a fair price. Thus, risk for investors may be declining and the staircase, if it exists, may be becoming flatter over time.

The staircase approach remains controversial. In our view, the relevant concept is the ex-ante cost per capital of committing to investing in the whole R&D process. In our own cost-per-NME estimates set out in Section 3 of this publication, we therefore use a constant 11% cost of capital through all stages of R&D, and test as a sensitivity replacing that with a constant 14% cost of capital as estimated by Vernon, Golec and DiMasi (2009) using a Fama-French model rather than CAPM. We also model the impact of using a staircase cost of capital.

In summary, the estimated cost of an NME is highly sensitive to the assumed cost of capital. A range of empirical estimates have been used, predominantly based on the CAPM. Alternative estimates based on the Fama-French model are either considerably higher or lower than the CAPM approach. In the rest of this publication, we focus on the current consensus that the cost of capital is around 11% real per annum, but we allow for the uncertainty surrounding this by means of sensitivity analysis.

**Sensitivity Analysis: Impact of Changing the Key Variables**

Most of the papers that offer point estimates for drug development costs present some sensitivity analysis to understand the impact of altering the different key variables that drive overall costs. They do so both because their model is based on assumptions and because they need to ascertain which key parameters are driving the results. One such paper is DiMasi (2002), which undertakes significant sensitivity analysis based on the DiMasi et al (2003) data\(^\text{11}\). Two key variables are development times and success rates. For instance, decreasing development times and regulatory review times by 50% can lower total costs by US$235m per approved drug. Similarly, increasing the clinical approval success rate from approximately 20% (base case level was 21%) to 33%—a 65% increase—reduces total costs by US$221m. These estimates represent around a 50% reduction in costs from the original cost estimate of US$463m.

Overall, DiMasi argues that decreasing development and regulatory review by one quarter to one half of current levels, or increasing success rate from one in five to one in three, can have significant effects. Other more modest, but still substantial, gains can be achieved by making earlier decisions during clinical development to abandon drugs that are most likely to fail. Paul et al (2010) carry out an extensive simulation exercise to explore how variations from their

---

\(^{11}\) Note that the DiMasi (2002) article was published while the DiMasi et al (2003) paper was in press.
baseline value affect the capitalised cost per launch. The simulation also is intended to provide recommendations on the key areas for improving R&D productivity. Attrition rates in clinical phases, especially Phases II and III, remain the most important determinant of overall R&D efficiency in the Paul et al (2010) analysis. For example, a decrease in the probability of success in Phase II from a baseline of 34% to 25% increases the cost per NME to US$2.3b, a 29% increase. A decrease in Phase III probability of success from the baseline of 70% to 60% increases cost per NME to US$1.56b. Combining these two lower probabilities of success yields a cost per NME of US$2.7b.

This study also looks at how “work in progress” (WIP)—the number of compounds required to gain approval for one NME—changes as attrition changes. For instance, if the probability of success in Phases II and III are 25% and 50%, respectively, approximately 16 compounds must enter Phase I to achieve one successful NME.

Paul et al (2010) show that development times for Phase II and Phase III are important. For example, reducing either Phase II or Phase III development times by 50%, from 2.5 to 1.25 years, would reduce the cost per NME by about US$200m, which is similar to the DiMasi et al (2003) estimates.

The authors argue that while such reductions are unrealistic in magnitude, modest reductions still will have an impact.
A NEW ESTIMATE FOR DRUG DEVELOPMENT COSTS: OUR ANALYSIS

Key Points
In this study, we present a new estimate for mean R&D costs per NME based on previously unpublished information collected by CMRI in confidential surveys. Our fully capitalised R&D cost estimate per new medicine is US$1.5b in US$ 2011 prices. Time costs, i.e. cost of capital, represent 33% of total cost. Our new estimate lies within the range of other recently reported estimates.

Our overall probability of success estimates for Phase I, Phase II and Phase III are lower than those reported by DiMasi et al (2003) and Paul et al (2010).

Overall, our study and those by DiMasi et al (2003) and Paul et al (2010) report similar development times. For Phase I, our data report the longest development times, but we report slightly shorter times for Phase III. Phase II development times from the CMRI data fall between those reported by DiMasi et al (2003) and Paul et al (2010).

Total out-of-pockets costs for Phases I, II and III are very similar in our study and that of Paul et al (2010) (around US$230m at 2011 prices) and slightly lower than found by DiMasi et al (2003). Our out-of-pocket cost estimate lies between the other two estimates for Phase III. For Phase I and Phase II, our estimates are the highest.

We also carried out some sensitivity analysis by, among other things, altering our base case assumptions by plus and minus 10% as well as using a 14% cost of capital and a declining staircase cost of capital. Cost of capital and success rates have the greatest impact on the resulting cost estimates.

The analysis we present in this publication is based on information generated by different projects undertaken by CMRI obtained through confidential surveys of pharmaceutical companies. The evidence on expenditure per stage of development comes from CMRI's 2002 Resource Metrics Pilot Programme under which 16 global pharmaceutical companies provided resource data at project, rather than at corporate, level. Success rates and development times data come from CMRI’s Industry Success Rates 2003 and Global R&D Performance Metrics, respectively. The data for all three CMRI sources are from the same sample of companies. This is similar to the approach used by DiMasi et al (2003) where a sample of projects is used to estimate project-specific costs.

In the 2002 CMRI Resource Metrics Pilot Programme, companies provided project level data on 217 projects (209 unique molecules). At this level, resource-use data were collected on both person hours and external costs for milestone intervals, i.e. different R&D stages, further subdivided by function. Although all projects for all compounds were eligible for inclusion, for our purpose of calculating the cost of a new medicine, we only focus on what CMRI terms “new active substances” and omit line extension projects.

12 For more information on CMRI, please see the Glossary.
13 Using 2002 pharmaceutical sales from IMS (2004) to measure firm size, firms responding to the survey included three from the top 10 companies, five from the top 20, and two from the top 30; the remaining six were outside the top 30.
14 A new active substance has been defined as a chemical, biological or radiopharmaceutical substance that has not been previously available for therapeutic use in humans and is destined to be made available as a “prescription only” medicine. We consistently use the acronym “NME” in this publication to refer to such substances to avoid confusion.
15 The CMRI programme collected resource data at project level. Where multiple projects were supplied for the same compound (NME), the project that was farthest along in development at the end of 2002 was defined as the lead project. All other projects were classified as either parallel development projects or line extension projects although, for the purpose of this publication, lead and parallel development projects have been grouped. Parallel development projects are projects where clinical development was started before the first-ever compound launch worldwide. We cannot differentiate from the CMRI database between lead and parallel development projects. Line extension projects are all projects where clinical development was started following the first-ever compound launch worldwide.
To be included in the analysis, each project must fulfil the following criteria:

1. Have a start and end date for the interval
2. Have person hours and external expenditure for the complete interval
3. Have an interval duration that is not negative and not zero

Total expenditure per project was collected for key intervals (described below) completed between 1998 and 2002. The data used in this publication illustrate five key aspects of each interval:

1. Duration of interval\(^{16}\)
2. Person hours allocated during the interval
3. External expenditure during the interval
4. Proportion of expenditure allocated externally during the interval
5. Total expenditure during the interval

Throughout the analysis, a specific interval is represented by a single group of projects. The figures represent the resources applied between the date of the start of the interval and the end of the interval. Some costs, therefore, may not relate directly to activities occurring during that interval, as there may be some pre-payment or start-up costs for activities due to occur in the next interval, or payment of invoices relating to activities occurring in the last interval or, as a corollary, some costs may be recorded as occurring during the preceding or following interval.

Following data cleaning, it was possible to include 97 projects in the analysis presented in this publication. Projects were excluded from the calculations primarily because of poor or insufficient data—e.g. data were supplied for the calendar year instead of for the completed milestone interval, or either total person hours or total external cost was missing.

Given the time required to take one molecule through the entire R&D process, it has not been practical to follow a cohort of molecules from start to finish. Hence, the R&D process has been broken down into sequential intervals in order to analyse the data on projects active in each interval. A project with resource data for a successful completion of one interval may have been terminated in a subsequent interval. But it is possible for data to have been provided for multiple intervals for the same project. This methodology contrasts with previous research described in Section 2, above, where researchers were able to follow successful products throughout the entire drug development process.

In order to calculate the cost per interval for each project, companies were requested by CMRI to submit data for internal and external expenditures. Regarding internal expenditure, companies submitted data on internal expenditure (A), on the number of full-time equivalent employees\(^{17}\) (B) and the hours they were assumed to be available (C), which were used to calculate “internal expenditure per person hour” (D) using the following formula:

\[
D = \frac{A}{(C \times B)}
\]

\(^{16}\) As mentioned before, we use CMRI’s Industry Success Rates 2003 and Global R&D Performance Metrics on interval duration for our calculations.

\(^{17}\) A part-time employee is pro-rated as a fraction of a full-time employee (FTE). For instance, someone employed to work three days a week is a 0.6 of an FTE.
In the absence of more disaggregated data, we assume that expenditure per person hour is the same across functions and through the different stages of R&D. In order to calculate total expenditure per project per interval, person hours (E) associated with key intervals were converted into a calculated internal expenditure using the internal expenditure per person hour (D). The internal expenditure is then summed with the external expenditure (F) to provide the total expenditure (G):

\[ G = (E \times D) + F \]

Companies were asked by CMRI to provide all resource data in their home country currency. CMRI then converted to US$ using OECD average 2002 exchange rates\(^{18}\). We converted all resource data to 2011 US$ prices.

Development times\(^{19}\) and success rates come from the CMRI R&D development times database. It contains information on over 1,600 new active substances that have been in active development at some stage during the preceding nine years.

CMRI defines six key milestones, giving rise to the following six key intervals:

- **Interval 1.** Pre-first toxicity dose
- **Interval 2.** First toxicity dose to first human dose
- **Interval 3.** First human dose to first patient dose
- **Interval 4.** First patient dose to first pivotal dose
- **Interval 5.** First pivotal dose to first core submission
- **Interval 6.** First core submission to first core launch

The milestone “first toxicity dose” is reached when the first dose is given in the first animal toxicity study required to support administration to a human. This is a key milestone that indicates that the preclinical programme is now active. This implies that the first of our intervals, “pre-first toxicity dose”, refers to the “discovery” stage. Milestone “first human dose” is when the dose is administered for the first time to a human in any country. As illustrated in Figure 3.1, the decision to administer the active substance to humans, which is based on a preclinical safety assessment, is taken before our interval three (“first human dose to first patient dose”).

The “first patient dose” milestone is reached when the active substance for the relevant project is administered to patients for a specific indication with the intention of treating for that indication. The date for the “first pivotal dose” is the date when the first dose is given to the first patient in the first pivotal safety and efficacy trial. This is the date of the first dose in the first large-scale clinical study necessary to support registration in one of the core markets\(^{20}\). This normally will be a consequence of the company making the “launch decision”, i.e. to conduct the large-scale clinical safety and efficacy studies necessary to support registration. It may occur before interval four is completed if sufficient data are available for the “launch decision” to be made. For many companies, the launch decision will be the most important decision in financial terms since it represents a major commitment of resources.

\(^{18}\) Exchange rates per US$ used in the conversion: 1.061 euros; 0.671 British pounds; 7.884 Danish krone; 125.3 Japanese yen

\(^{19}\) Note that CMRI uses the term “cycle” times, rather than “development” times, but it is the same concept.

\(^{20}\) The eight core countries are Canada, France, Germany, Italy, Japan, Spain, UK and the US
“Decision based intervals” are illustrated in the lower part of Figure 3.1. “Clinical proof of concept” occurs when definitive clinical evidence has been gathered to support a recommendation to continue the development of the active substance. This takes place within our fourth interval.

The “first submission” milestone is achieved when the first-ever regulatory dossier is submitted to apply for a license to market the compound for this project. The country where this application is made does not have to be one of the eight core markets. If submissions were made to multiple countries, companies would list all countries where a dossier was submitted on this date. The “first core submission” occurs when the first submission is made in any one of the core markets, which can coincide with the date of the milestone “first submission”. The milestone “first core launch” is reached when the product is marketed for the first time in any of the core markets.

Figure 3.1. Milestones and intervals used in CMRI’s programmes

All in all, we have six key R&D milestones, giving rise to six intervals. As mentioned above, the first of the intervals considered in the CMRI database corresponds to the “discovery” stage, the second to “preclinical”, and the third–fifth intervals to the clinical stages. The last stage refers to the approval process.

Figure 3.2 illustrates how these milestones relate to clinical Phases I, II and III.

Phase I trials start when the milestone “first human dose” is reached, while Phase II trials take place during our Interval 4—first patient dose to first pivotal dose. Finally, Phase III clinical trials start after our milestone “first pivotal dose” is reached.
Table 3.1 summarises the data used to estimate the mean cost for Intervals 2–6. Interval 1, pre-first toxicity dose, is not included in Table 3.1 because many costs associated with discovery cannot be attributed to specific compounds. Hence, Interval 1 expenditure was omitted, and instead was estimated using data from the 16 survey participants that was provided in the CMRI Corporate Resource survey. Drug discovery expenditure for 2002 was summed and then divided by the total number of compounds for this cohort of companies that reached Interval 2, first toxicity dose, in 2002 using data as provided in the 2002 CMRI Performance Metrics Programme. Although this is not project-specific data, it does take into account the cost of attrition at this early stage. Later on we provide an estimate of the hypothetical spending required at this stage to launch one successful NME.\textsuperscript{21}

Note that the number of observations in Table 3.1 (last column) sum to 77. The other 20 of the total of 97 projects mentioned in section 3.1 are for the first interval (pre-first toxicity dose) only; no project-specific information is available for them and hence they are not included in Table 3.1.

As shown in Table 3.1, the most expensive interval by far is from milestone “first pivotal dose” to “first core submission” (Interval 5). This is consistent with the previous literature, which shows that Phase III trials, which usually are large in scale, are the most expensive. Moreover, the mean cost per investigational drug entering a phase increases from one clinical phase to the next. Note that for the five intervals in Table 3.1, the mean is higher than the median. This implies that the distributions of costs is skewed.

\textsuperscript{21} In this Section all cost figures are reported in 2011 US$. 

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{cmri_milestones.png}
\caption{Relating CMRI’s milestones to “standard” clinical phases}
\end{figure}
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Table 3.1. Summary of the data on cost per interval (2011 US$m)

<table>
<thead>
<tr>
<th>Interval</th>
<th>Mean (US$m)</th>
<th>Median (US$m)</th>
<th>Maximum (US$m)</th>
<th>Minimum (US$m)</th>
<th>Standard deviation</th>
<th>Number of obs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 — 1st toxicity dose to 1st human dose</td>
<td>6.5</td>
<td>5.0</td>
<td>27.0</td>
<td>0.1</td>
<td>5.4</td>
<td>41</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>16.0</td>
<td>10.6</td>
<td>42.5</td>
<td>3.1</td>
<td>10.0</td>
<td>18</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>53.9</td>
<td>24.6</td>
<td>139.7</td>
<td>10.8</td>
<td>51.1</td>
<td>6</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>129.3</td>
<td>90.3</td>
<td>282.1</td>
<td>7.0</td>
<td>103.1</td>
<td>5</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>29.0</td>
<td>21.0</td>
<td>72.5</td>
<td>0.9</td>
<td>25.8</td>
<td>7</td>
</tr>
</tbody>
</table>

Source: CMRI

The approach used in this study to estimate the cost of R&D for a new medicine is different from the approach used by DiMasi et al (2003) in that we calculate the cost of the hypothetical number of compounds in each interval required to ultimately achieve one successful medicine. Our analysis must start, then, by answering the following question: How many compounds are required in Interval 2 to launch one medicine? In this calculation, we take into account the success rates illustrated in Table 3.2. DiMasi et al (2003), in comparison, start by calculating the expected cost (the product of mean cost and probability of success) for each phase. Once they capitalise these costs to take into account the cost of capital, they use the overall probability of success (product of the different probabilities of success per phase) to calculate the total cost per successful medicine.

We have calculated success rates using CMRI Industry Success Rates 2003. All NMEs in this analysis entered at least one clinical development phase during 1997 to 1999. Each NME is tracked until it reaches the next milestone in the development process or is terminated. NMEs are only considered to be terminated when all projects relating to that NME are terminated. In our base case, NMEs whose fate is unknown at the end of 2002 are excluded from the calculation as follows:

Current success rate = [ (NMEs progressed) / (NMEs entered phase – NMEs of unknown fate) ] * 100.

Table 3.2 summarises the data used to calculate success rates for each Interval, excluding Interval 1 (see above).

22 Recall that for our first interval (pre-1st tox) we use aggregated data.
Taking into account the success rates illustrated in Table 3.2, the overall probability of success is equal to 7% \(=0.70 \times 0.63 \times 0.31 \times 0.63 \times 0.87\).

Table 3.3 shows the data used to calculate the time it takes from the start of the interval to the first core launch.

Table 3.2. Success rates by interval

<table>
<thead>
<tr>
<th>Time Interval</th>
<th>Success Rate %</th>
<th>Number of Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 — 1st tox dose to 1st human dose</td>
<td>70%</td>
<td>437</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>63%</td>
<td>320</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>31%</td>
<td>234</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>63%</td>
<td>112</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>87%</td>
<td>68</td>
</tr>
</tbody>
</table>

Source: CMRI

Taking into account the success rates illustrated in Table 3.2, the overall probability of success is equal to 7% \(=0.70 \times 0.63 \times 0.31 \times 0.63 \times 0.87\).

Table 3.3 shows the data used to calculate the time it takes from the start of the interval to the first core launch.

Table 3.3. Development times by interval

<table>
<thead>
<tr>
<th>Time in years (no. of obs.)</th>
<th>1 — Pre-1st tox dose</th>
<th>2 — 1st tox dose to 1st human dose</th>
<th>3 — 1st human dose to 1st patient dose</th>
<th>4 — 1st patient dose to 1st pivotal dose</th>
<th>5 — 1st pivotal dose to 1st core submission</th>
<th>6 — 1st core submission to 1st core launch</th>
</tr>
</thead>
<tbody>
<tr>
<td>From interval start to first core launch</td>
<td>11.5 (25)</td>
<td>7.6 (287)</td>
<td>6.8 (158)</td>
<td>5.5 (40)</td>
<td>3.3 (29)</td>
<td>0.9 (20)</td>
</tr>
<tr>
<td>From interval mid-point to core launch</td>
<td>9.6 (25)</td>
<td>7.2 (287)</td>
<td>6.2 (158)</td>
<td>4.4 (40)</td>
<td>2.1 (29)</td>
<td>0.5 (20)</td>
</tr>
</tbody>
</table>

Source: CMRI

Table 3.3 shows that the total R&D process for a new medicine takes, on average, 11.5 years. This is less than the time obtained by DiMasi et al (2003), which is 148 months (12.3 years). However, as noted above, our calculations include a period that DiMasi et al (2003) do not: the time between the licensing approval decision and actual marketing of the drug (“launch”). In some cases, this time period is negligible—days or weeks. However, in cases where a price and reimbursement determination must be made before marketing can commence, this period can be a few months to more than a year, and varies by country\(^{23}\).

\(^{23}\) For more information on the time taken for pricing and reimbursement decisions, see EFPIA (2010b).
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Given the long timeframe, as discussed earlier, we must capitalise the costs incurred in each interval up to the point of launch. We assume that costs are distributed uniformly over each interval, so we calculate the capitalised cost from the mid-point of the interval to the first core launch, rather than from the time from the interval start to the core launch. We have used 11% as our central estimate of the relevant real annual cost of capital, as this is the most recent published estimate available. But given the uncertainty around the cost of capital, and its importance to the cost of an NME, we have conducted sensitivity analysis to investigate the impact of other plausible rates. The results of this sensitivity analysis are shown below and in Annex 2.

Results
Table 3.4 presents the hypothetical out-of-pocket spending needed for one successful medicine.

Table 3.4. Hypothetical out-of-pocket spending needed for one successful medicine (2011 US$m)

<table>
<thead>
<tr>
<th>Interval</th>
<th>Mean spending per stage (US$m)</th>
<th>Probability of leaving stage</th>
<th>No. of compounds needed for one success</th>
<th>Hypothetical spending (US$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 — Pre-1st toxicity dose</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>76.5</td>
</tr>
<tr>
<td>2 — 1st toxicity dose to 1st human dose</td>
<td>6.5</td>
<td>0.70</td>
<td>13.3</td>
<td>86.8</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>16.0</td>
<td>0.63</td>
<td>9.3</td>
<td>149.5</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>53.9</td>
<td>0.31</td>
<td>5.9</td>
<td>316.9</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>129.3</td>
<td>0.63</td>
<td>1.8</td>
<td>235.9</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>29.0</td>
<td>0.87</td>
<td>1.1</td>
<td>33.3</td>
</tr>
<tr>
<td>Total</td>
<td>234.6</td>
<td></td>
<td></td>
<td>899.0</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations based on CMRI data

Before we discuss in detail the methodology used to obtain the “hypothetical spend” in the far right column of Table 3.4, recall that the number in Table 3.4 for our first interval, US$76.5m, has been calculated using aggregated data. Also note that although in Table 3.1 we present both the mean and the median, for the purpose of our calculations here we use the mean only.
Table 3.4 shows that 13.3 compounds are needed in Interval 2 to ultimately produce one successful medicine. This number is obtained by dividing 1.0 by the overall probability of success, i.e. taking into account the probabilities of success for the different intervals. The hypothetical spending for Interval 2 is calculated by multiplying the mean spending in this stage, US$6.5m, by the number of compounds needed in this interval for one successful medicine, 13.3. The number of compounds needed in the next interval then is calculated by multiplying 13.3 by the probability that these molecules leave the stage, i.e. 0.70. This multiplication yields 9.3 compounds. Again, the hypothetical spending in this interval will be the result of multiplying 9.3 by US$16.0m (mean spending in this interval). The same methodology is then applied to the remaining intervals.

Taking into account success rates and mean spending per interval, Table 3.4 shows that a company needs to spend US$87m in Interval 2 to ultimately launch a new medicine, US$150m in Interval 3, and so on. Summing up these hypothetical expenditures, the hypothetical out-of-pocket cost of developing a new medicine is US$899m. Note that Interval 4 now becomes the most expensive interval. This is partially because a molecule that has reached this stage has a relatively low probability of successfully proceeding to the next stage, compared to the other intervals.

These calculations do not yet take into account the cost of capital. Table 3.5 shows the calculations when the costs for each interval are capitalised up to the date of launch.

**Table 3.5. Capitalised cost per successful medicine (2011 US$m)**

<table>
<thead>
<tr>
<th>Interval</th>
<th>Hypothetical spending (US$m)</th>
<th>Time from interval midpoint to 1st core launch (years)</th>
<th>Baseline cost of capital</th>
<th>Capitalised spending per successful med (US$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 — Pre-1 toxicity dose</td>
<td>86.1</td>
<td>9.6</td>
<td>11%</td>
<td>207.4</td>
</tr>
<tr>
<td>2 — 1st toxicity dose to 1st human dose</td>
<td>97.6</td>
<td>7.2</td>
<td>11%</td>
<td>184.1</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>168.1</td>
<td>6.2</td>
<td>11%</td>
<td>284.0</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>356.3</td>
<td>4.4</td>
<td>11%</td>
<td>501.6</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>265.3</td>
<td>2.1</td>
<td>11%</td>
<td>293.8</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>37.3</td>
<td>0.5</td>
<td>11%</td>
<td>34.9</td>
</tr>
<tr>
<td>Total</td>
<td>1,010.6</td>
<td></td>
<td></td>
<td>1,506</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations based on CMRI data
Summing across all intervals, we estimate that the out-of-pocket cost estimate per approved medicine is US$1.0b, while our fully capitalised cost estimate is US$1.5b in 2011 prices. Time costs therefore represent 33% of total cost.

Comparing Our Analysis with the Published Analyses
Below, we explore how the key variables of the CMRI data that we use compare with the most recent articles, in particular with DiMasi et al (2003) and Paul et al (2010). We have selected these two articles as comparators because they most often are cited in policy discussions and they also are based on original data. As outlined above, CMRI defines the R&D stages somewhat differently than the others. Throughout this subsection, we compare by phase by combining Intervals 2 (first toxicity dose to first human dose) and 3 (first human dose to first patient dose) of the CMRI data into Phase I, treating Interval 4 (first patient dose to first pivotal dose) as Phase II, and Interval 5 (first pivotal dose to first core submission) as Phase III.

In terms of success rates, for Phase I (Intervals 2 and 3) the probabilities of success that we use for our estimate, 44% (0.70*0.63=), is below the DiMasi et al (2003) and Paul et al (2010) probabilities, which are 71% and 54%, respectively. For Phase II (Interval 4), our probability of success, at 31%, is also lower than the probabilities reported by DiMasi et al (2003) and Paul et al (2010), which were 44% and 34%, respectively. For Phase III (Interval 5) our success probability is again the lowest, at 63%; the highest one is reported by Paul et al (2010) at 70%; DiMasi et al (2003) report a Phase III success rate of 68.5%.

Based on the information provided in Table 3.5 and the CMRI 11.5-year R&D time, Figure 3.3 shows development times for our six intervals.

**Figure 3.3. Interval times in years, CMRI data**

<table>
<thead>
<tr>
<th>Interval</th>
<th>Time (years)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-1st tox</td>
<td>3.9</td>
</tr>
<tr>
<td>1st tox dose</td>
<td>0.8</td>
</tr>
<tr>
<td>1st human dose</td>
<td>1.3</td>
</tr>
<tr>
<td>1st patient dose</td>
<td>2.2</td>
</tr>
<tr>
<td>1st piv dose</td>
<td>2.4</td>
</tr>
<tr>
<td>1st core sub</td>
<td>0.9</td>
</tr>
<tr>
<td>1st core launch</td>
<td></td>
</tr>
<tr>
<td><strong>Discovery</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Phase I</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Phase II</strong></td>
<td></td>
</tr>
<tr>
<td><strong>Phase III</strong></td>
<td></td>
</tr>
</tbody>
</table>

Note: Not drawn to scale
The three studies included in Figure 3.3 report similar development times for Phases I–III: CMRI at 6.7 years, with DiMasi et al (2003) and Paul et al (2010) both at 6.5 years. For Phase I, however, CMRI data report the longest development times at 2.1 years, while for Phase III, they report slightly lower times—2.4 years versus 2.5 for both DiMasi et al and Paul et al. Phase II development time for CMRI data, 2.2 years, falls between DiMasi et al at 2.1 years and Paul et al at 2.5 years.

Table 3.6 compares out-of-pocket costs across the three data sources for Phases I, II and III only and shows that total out-of-pockets costs are very similar between our study and Paul et al (2010) at around US$210m in 2011 prices, but both are somewhat higher than found by DiMasi et al (2003). Our out-of-pocket cost estimate lies between the other two estimates for Phase III. For Phase I and Phase II, our estimates are the highest.

### Table 3.6. Out-of-pocket costs for Phases I–III (2011 US$m)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase I</td>
<td>20</td>
<td>16</td>
<td>23</td>
</tr>
<tr>
<td>Phase II</td>
<td>30</td>
<td>42</td>
<td>54</td>
</tr>
<tr>
<td>Phase III</td>
<td>111</td>
<td>158</td>
<td>129</td>
</tr>
<tr>
<td>Total Phases I–III</td>
<td>161</td>
<td>215</td>
<td>206</td>
</tr>
</tbody>
</table>

### Sensitivity Analysis

We undertook sensitivity analysis for several of the key parameters that underlie the cost estimates: cost of capital, success rates and duration of intervals. Annex 2 shows the detailed calculations. We report here only on the analysis of the cost of capital and then summarise the results, highlighting those parameters with the greater impact.

Figure 3.4 shows how total capitalised costs would vary as the cost of capital varies, all other factors remaining constant. Increasing the cost of capital from 11% to 14% (as used in Vernon, Golec and DiMasi, 2009) would increase the capitalised total cost of a new medicine by US$230m from US$1,506m to US$1,735m (all in 2011 prices). If the cost of capital were taken to be zero, the total cost of a new medicine would be the US$899m, as reported in Table 3.4.

We also estimate the cost of developing a new medicine using the Myers and Howe (1997) staircase approach. These authors appear to be suggesting a cost of capital of 15.1% for discovery, 10.2% for preclinical testing, and 9% for Phase I trials onwards. Recall that our first interval can be considered to be “discovery”, our second interval “preclinical”, and Intervals 3–5 “clinical”. Using these figures, we calculate the capitalised cost of a new medicine at US$1,502m, which is practically the same as our base case result of US$1,506m.

Table 3.7 summarises the effects of altering the other key parameters by ±10%: out-of-pocket costs, success rates and interval duration. The cost estimates are most sensitive to the success rates.
A NEW ESTIMATE FOR DRUG DEVELOPMENT COSTS: OUR ANALYSIS

To summarise, in this section we have provided a new cost estimate per new medicine: US$1.5b in 2011 prices. This estimate is based on unpublished data from various CMRI databases. Our estimate lies between the DiMasi (2003) et al and the Paul et al (2010) numbers—US$1.0b and US$1.9b, respectively, in 2011 prices. This new estimate supports the view that drug development costs have been increasing over the last decade—although it is uncertain by exactly how much. It must be noted, however, that the main limitation of our new estimate is the small number of projects used to calculate out-of-pocket costs for the last three intervals.

Table 3.7. Sensitivity analysis: effect on our base case cost estimate per new medicine

<table>
<thead>
<tr>
<th></th>
<th>Out-of-pocket costs</th>
<th>Success rates</th>
<th>Interval duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case + 10%</td>
<td>+ 10%</td>
<td>- 22%</td>
<td>+ 6%</td>
</tr>
<tr>
<td>Base case - 10%</td>
<td>- 10%</td>
<td>+ 36%</td>
<td>- 13%</td>
</tr>
</tbody>
</table>

Source: Authors’ calculations based on CMRI data
Key Points

R&D costs vary substantially by therapeutic area. This is because of considerable variation across therapeutic areas in three key variables: success rates, development cycle times and out-of-pocket costs.

The most recent analyses suggest that the most expensive therapeutic areas in terms of drug R&D costs are neurology, respiratory and oncology. This is because drugs in these categories experience lower success rates and longer development times. By comparison, anti-parasitics and drugs to treat HIV/AIDS have the lowest R&D costs because of higher success rates and shorter development times.

Most papers that analyse R&D costs emphasise that one of the key issues responsible for differing cost estimates is therapeutic area, i.e. R&D cost per successful new medicine varies by therapeutic area. Below, we review those papers that have looked at development by therapeutic area. As before, we report on the latest evidence available in terms of the absolute values of the key variables, and were possible, we highlight how these variables have been evolving over time. Note that the published papers do not always include the same therapeutic areas.

Success Rates

We have identified several papers that show success rates by therapeutic area. Two papers, DiMasi (2001) and DiMasi et al (2010), use a similar database but different drug cohorts. This allows us to use these two papers to show how success rates for a number of therapeutic areas have evolved over time. Note that these papers report overall probability of success, rather than success by clinical phase.

DiMasi (2001) looks at the development histories of 671 NMEs for which survey firms had filed a first IND from 1981 to 1992; 508 were self-originated medicines and 163 were acquired from other companies. DiMasi et al (2010) updates clinical success rates for investigational compounds that entered clinical testing between 1993 and 2004 for the 50 largest pharmaceutical firms (2006 sales). Comparing success rates from DiMasi et al (2010) to DiMasi’s earlier research (DiMasi, 2001), we note that the therapeutic area analgesic/anaesthetic is no longer reported and GI/metabolism is reported as a single therapeutic area, as is antineoplastic/immunologic.

Table 4.1 presents how current and the highest possible, or “maximum”, success rates compare in both articles, taking into account the sample size (n) and the approved and open NMEs in five of the largest therapeutic classes by sample size. “Current success rate” is defined as the ratio of approved molecules to total number of molecules (column “n” in Table 4.1); maximum success rate assumes that all open compounds eventually will be approved.

Several points are important. First, the 828 NMEs included in the sample in the 2010 article is more than double the 363 NMEs in the 2001 paper—but, in the 2010 study, proportionately fewer of the NMEs have been approved and a higher number are still in development. This is why current success rates shown in Table 4.1 for the 2010 article are substantially lower for the five selected therapeutic classes—indeed, current success rates are very low for most of them (even equal to or lower than 5%). However, should all molecules still in development prove to be
successful (probably too optimistic), the maximum possible success rates are sometimes higher in 2010 than in 2001, and sometimes lower, with important differences across therapeutic areas.


<table>
<thead>
<tr>
<th>Therapeutic area</th>
<th>n</th>
<th>Approved NMEs</th>
<th>Open NMEs</th>
<th>Current success rate</th>
<th>Maximum success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anti-infective</td>
<td>57 (16%)</td>
<td>122 (15%)</td>
<td>16</td>
<td>19</td>
<td>3</td>
</tr>
<tr>
<td>Antineoplastic/Immunologic</td>
<td>51 (14%)</td>
<td>254 (31%)</td>
<td>8</td>
<td>18</td>
<td>6</td>
</tr>
<tr>
<td>CV</td>
<td>120 (33%)</td>
<td>134 (16%)</td>
<td>21</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>CNS</td>
<td>110 (30%)</td>
<td>235 (28%)</td>
<td>16</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>GI/Metabolism</td>
<td>15 (4%)</td>
<td>120 (14%)</td>
<td>3</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Respiratory</td>
<td>25 (7%)</td>
<td>83 (10%)</td>
<td>3</td>
<td>4</td>
<td>0</td>
</tr>
<tr>
<td><strong>Total of selected classes</strong></td>
<td><strong>363</strong></td>
<td><strong>828</strong></td>
<td><strong>65</strong></td>
<td><strong>54</strong></td>
<td><strong>9</strong></td>
</tr>
</tbody>
</table>

Key: CV = cardiovascular; CNS = central nervous system; GI = gastrointestinal

Second, note the change in relative importance, in terms of sample size, of the therapeutic classes reported above. Antineoplastic/immunologic is now the most important class with 31% of all NMEs (whether successful or not, or still in development). NMEs for CNS represent around 30% of all NMEs in both samples.

Third, success rates by therapeutic area offer some insights into success rate variations. The paper by DiMasi and colleagues published in 2004 (DiMasi et al, 2004) focused on comparing four therapeutic areas (analgesic/anaesthetic, anti-infective, CV, CNS) with the “average” using the same database as the DiMasi et al 2003 paper. These four areas represent 65% of the total sample of 68 compounds. The authors find similar an overall success rate for analgesics/anaesthetics and anti-infectives at 24.6% and 24.9%, respectively, and for CV and CNS at 18.4% and 18.0%, respectively.
By clinical phase, DiMasi et al (2004) show that both anti-infectives and analgesics/anaesthetics enjoy a relatively high success rate for Phase II (37.7% and 34.8%, respectively), while CV (26%) and CNS (24.6%) are below average. In their previous study, NMEs for anti-infectives and CV achieved above-average success rates entering Phase II, while the success rate for NSAIDs was similar to the average.

Success rates for compounds entering Phase III are above the 68.5% average only for analgesics/anaesthetics (78.3%). The success rate for anti-infectives, CV and CNS are 65.2%, 67.9% and 61%, respectively. In their previous work, anti-infectives, CV and NSAIDs exceeded the 64.5% success rate, while NMEs in the neuropharmacology therapeutic area were less successful than average.

In summary, anti-infectives are relatively more likely to reach Phase III, reflecting the low percentage of anti-infective failures in Phase II and the relatively high clinical approval for the class. Conversely, a relatively small percentage of CV drugs make it to Phase III, which is linked to the high share of class failures occurring in Phase II and low overall clinical approval rates.

Kola and Landis (2004) also calculate success rates by therapeutic area. They analyse drugs during a ten year period (1991–2000) for ten large pharmaceutical companies. They calculate an average success rate from first-in-human to registration of 11%; or, in aggregate, only one in nine compounds makes it through development and is approved in Europe and/or the US. Again, clear differences arise across therapeutic areas. The highest success rate is for CV, at 20% (similar to estimates in earlier DiMasi work), while success rates for oncology and CNS are much lower, at around 5–8%. Stark differences in success rates for similar therapeutic areas also are evident in the earlier articles authored by DiMasi and in Kola and Landis. One example is CNS: DiMasi (2001) reports a success rate of 14.5% while the Kola and Landis estimate is 7–8%.

Kola and Landis argue that the vast majority of attrition takes place in Phase IIb (specifically designed to study efficacy) and Phase III. But even at registration the failure rate is 23%, with oncology suffering a particularly high attrition rate of 30% at this stage. Approximately 45% of all compounds that enter Phase III fail, and in some therapeutic areas, such as oncology, the failure rate is as high as 59%. Kola and Landis argue that this failure rate is far too high, given the testing that must be completed to reach it. Approximately 62% of all compounds entering Phase II fail—and again this is higher in oncology (more than 70%).

Adams and Brantner (2006) also estimate success rates, measured as the probability of market entry, by therapeutic area and clinical phase, as shown in Table 4.2. There are considerable differences across therapeutic areas, with an overall probability of success ranging from 3% for respiratory drugs (with a very low entry probability for approval, indicating a high failure rate in Phase III) to a relatively higher overall success rate for anti-parasitics. One result consistent across disorders and primary indication is that entry probabilities decrease significantly from Phase II to approval, reflecting an increase in failure rates as the drug moves through the development process.

Osborne et al (2011) investigate industry-sponsored clinical trials (Phases I–III) for HIV that were conducted within the US between January 1998 and June 2008. The source of their data is the national database at ClinicalTrials.gov. Their sample is composed of 66 drugs; 11 reached

---

24 A service of the US National Institutes of Health begun in 1997, ClinicalTrials.gov is a registry and results database of publicly and privately supported clinical trials conducted in the United States and around the world. It provides information about a trial’s purpose, who may participate, and locations.
approval, which implies a 16.7% overall success rate. This success rate is similar to the success rates estimated by Adams and Brantner (2006).

A paper by DiMasi and Grabowski (2007a) explores in detail the economics of new oncology drug development, and provides data on duration and risks for them. The authors use a variety of sources, including the CSDD database and public sources.

For success rates, DiMasi and Grabowski (2007a) investigate data on the pipeline of 20 large pharmaceutical companies, analysing 838 drugs that entered clinical testing for the first time anywhere in the world from 1993–2002, 175 (21%) of which were being investigated for oncology indications. One of the important results presented in this paper is that oncology drugs tend to be studied for more indications than for other drugs: 57% of oncology drugs were tested for more than one indication (46% for other drugs) and 32% of oncology drugs were tested for at least four indications (9% for other drugs).
The authors also break up the sample into two time periods: the full sample for 1993–2002 and a 1993–1997 subsample. Figure 4.1 shows the transition probabilities for investigational oncology drugs for these two periods. One of the main findings is that 50% of oncology drugs entering Phase III fail, although there is an improvement over time at each stage. Moreover, one in five oncology drugs that entered the pipeline during 1993–1997 eventually will attain marketing approval, while one in four would do so in the longer 1993–2002 period.

**Figure 4.1. Clinical phase transition probabilities for oncology compounds**

![Bar chart showing transition probabilities for oncology compounds from Phase I-II to Phase I-NDa Approval for 1993-1997 and 1993-2002 periods.]

Source: DiMasi and Grabowski (2007a)

The authors also compare how oncology drugs fare versus all other drugs, as a group. Figure 4.2 shows their results. Oncology drugs have a higher likelihood of progressing to later stages of clinical testing—but their success rate for expensive Phase III testing is notably lower. Consequently, the overall approval success rate is similar for oncology and other medicines.

**Figure 4.2. Transition probabilities: oncology versus other drugs, 1993 – 2002**

![Bar chart showing transition probabilities for other drugs and oncology drugs from Phase I-II to Phase I-NDa Approval.]

Source: DiMasi and Grabowski (2007a)
Parker and Kohler (2010) explore clinical success rates for drugs used to treat moderate to severe Crohn's disease that were in Phase I–III clinical studies between January 1998 and June 2008. They find, based on data from ClinicalTrials.gov, that the cumulative success rate for the 37 drugs included in their sample was 18%.

Again using the ClinicalTrials.gov database, Parker, Zhang and Buckstein (2011) estimate an overall clinical success rate of 8% for drugs for non-Hodgkin's lymphoma that initiated a Phase I trial in the US between January 1998 and June 2008. Two drugs included in their sample gained approval after Phase II trials; including these two drugs as successful increases the overall success rate to about 11%.

Jayasundara, Keystone and Parker (2012) compute success rates for drugs (both biologics and small molecules) for patients with moderate to severe rheumatoid arthritis. ClinicalTrials.gov was their main source of data. They find a 16% cumulative success rate for the 69 drugs that were included in the study, and that were included in a Phase I, Phase II or Phase III trial in the US between December 1998 and March 2011. Jayasundara, Keystone and Parker (2012) also find a higher overall success rate for biologics (31%) in this indication compared to small-molecule drugs.

To summarise, neurology and respiratory are the two therapeutic areas with the lowest success rates, true since the early 2000s. However, success rates for CV appear to have decreased over time; the more recent evidence suggests CV also is one of the therapeutic areas with lower success rates. Success rates for oncologic drugs are particularly low relative to other therapeutic classes in Phase III. Conversely, success rates for anti-parasitics, analgesics/anaesthetics and drugs for HIV/AIDS are among the highest.

**Development Times**

The most recent paper looking at development times for specific therapeutic area is that by Kaitin and DiMasi (2011), which looks at drugs approved between 2005 and 2009. Figure 4.3 shows these results.

Figure 4.3 shows substantial variability in mean duration—for instance, the mean clinical phase was 76% longer for the drug class that moved most slowly (CNS) as compared with the one that moved fastest (AIDS antivirals).

Kaitin and DiMasi (2011) also examined durations for orphan drugs, although not by therapeutic area as the numbers were too small to disaggregate. They show that the mean approval phase time between 2000 and 2009 was six months shorter for orphan drugs than for non-orphan drugs. As the authors point out, this is expected as orphan drugs receive priority status from the FDA proportionately more often than non-orphan drugs. Clinical phase durations, however, are often comparable to or longer than those for non-orphan drugs.

Using earlier work based on similar databases (DiMasi et al, 2004), we can compare the evolution of development times for CNS, CV and anti-infectives, as these three areas are included in both papers. The more recent evidence (Kaitin and DiMasi, 2011) shows higher development times for the three areas in both the clinical phase and approval phase: for CNS up from 114.6 months to 120.0 months; for anti-infectives up from 63.0 months to 79.2 months; and for CV up from 82.0 months to 93.6 months.
Adams and Brantner (2006) divide their analysis by disorder and by primary indication. Table 4.3 shows their results for duration of clinical phases. Several points are worth mentioning. The shortest phase, by far, is Phase I. Moreover, somewhat surprisingly, the duration of Phase II trials for most disorders and primary indications tends to be longer than for Phase III. Drugs for HIV/AIDS have had the shortest Phase III and overall durations. The authors argue that this shows how regulatory policy may affect development costs, as sponsors have been allowed to file NDAs for almost all AIDS drugs without completing large-scale human clinical trials.

Table 4.4 shows differences in clinical and regulatory times between oncology and other drugs from DiMasi and Grabowski (2007a). The authors do not disaggregate “other” drugs by therapeutic area. FDA review times were shorter for oncology drugs by six months, but the clinical phases took, on average, 1.5 years longer. The authors postulate reasons to explain these differences, such as difficulties in recruiting patients and longer times needed to establish effect on survival.

To summarise, development times tend to be longest for neurology, respiratory and cancer drugs, especially in the clinical phases, and are shortest for anti-parasitics, analgesics/anaesthetics and drugs for HIV/AIDS, as the result of shorter development times for both the clinical and approval phases.
Table 4.3. Durations by disorder and primary indication

<table>
<thead>
<tr>
<th>Disorder</th>
<th>Number</th>
<th>Duration (months)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n</td>
<td>Phase I</td>
</tr>
<tr>
<td>Blood</td>
<td>163</td>
<td>18</td>
</tr>
<tr>
<td>Cardiovascular</td>
<td>280</td>
<td>14</td>
</tr>
<tr>
<td>Dermatological</td>
<td>122</td>
<td>13</td>
</tr>
<tr>
<td>Genitourinary</td>
<td>120</td>
<td>21</td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>108</td>
<td>19</td>
</tr>
<tr>
<td>Cancer</td>
<td>681</td>
<td>21</td>
</tr>
<tr>
<td>Musculoskeletal</td>
<td>134</td>
<td>19</td>
</tr>
<tr>
<td>Neurological</td>
<td>192</td>
<td>20</td>
</tr>
<tr>
<td>Anti-parasitic</td>
<td>20</td>
<td>18</td>
</tr>
<tr>
<td>Respiratory</td>
<td>165</td>
<td>18</td>
</tr>
<tr>
<td>Sensory</td>
<td>53</td>
<td>11</td>
</tr>
<tr>
<td>Primary Indication</td>
<td>n</td>
<td>Phase I</td>
</tr>
<tr>
<td>Alzheimer's disease</td>
<td>46</td>
<td>17</td>
</tr>
<tr>
<td>Rheumatoid arthritis</td>
<td>51</td>
<td>18</td>
</tr>
<tr>
<td>Asthma</td>
<td>74</td>
<td>18</td>
</tr>
<tr>
<td>Breast cancer</td>
<td>54</td>
<td>17</td>
</tr>
<tr>
<td>HIV/AIDS</td>
<td>89</td>
<td>22</td>
</tr>
</tbody>
</table>

Note: The authors do not report standard deviations, so we cannot conclude whether the differences are statistically significant.
Source: Adams and Brantner (2006)

Table 4.4. Development and regulatory approval times: oncologic versus other drugs

<table>
<thead>
<tr>
<th>Therapeutic Area</th>
<th>Approval Phase</th>
<th>Clinical Phase</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Other drugs</td>
<td>21.6</td>
<td>75.6</td>
<td>97.2</td>
</tr>
<tr>
<td>Oncology Drugs</td>
<td>15.6</td>
<td>93.6</td>
<td>109.2</td>
</tr>
</tbody>
</table>

Source: DiMasi and Grabowski (2007a)
**Overall R&D Costs**

Some of the papers that explore differences across therapeutic area in detail also estimate total R&D costs, which are driven by the estimates for the key variables outlined in the previous sections. Some of the papers cited above do not attempt to calculate overall development costs, but focus only on success rates and/or development times. Indeed, as mentioned throughout this publication, one of the most difficult variables for which to obtain data is out-of-pocket costs at the project/clinical phase level.

DiMasi et al (2004) calculate average clinical period cost per approved new drug by therapeutic class (see Table 4.5). Note that pre-clinical costs are not included.

<table>
<thead>
<tr>
<th>Therap class</th>
<th>Out-of-pocket</th>
<th>Time</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNS</td>
<td>351</td>
<td>326</td>
<td>677</td>
</tr>
<tr>
<td>Anti-infective</td>
<td>465</td>
<td>167</td>
<td>632</td>
</tr>
<tr>
<td><strong>All</strong></td>
<td><strong>362</strong></td>
<td><strong>236</strong></td>
<td><strong>599</strong></td>
</tr>
<tr>
<td>CV</td>
<td>356</td>
<td>235</td>
<td>591</td>
</tr>
<tr>
<td>Analgesic/anaesthetic</td>
<td>324</td>
<td>158</td>
<td>482</td>
</tr>
</tbody>
</table>

Source: Adapted from DiMasi et al (2004)

Analgesic/anaesthetic, CV and CNS drugs have below average out-of-pocket costs per approved drug at 11%, 2% and 3% below average, respectively. At the same time, out-of-pocket costs are 28% above the average for anti-infectives. When time costs are included, capitalised costs per approved analgesic/anaesthetic are even farther below average (20%), but well above average for CNS and anti-infective drugs. Capitalised costs for an approved new drug for CV use are close to the average.

The first study to calculate development costs by therapeutic area, by DiMasi et al (1995), finds an increase over time in clinical cost per approved new drug across all the therapeutic areas included in the analysis.

Adams and Brantner (2006) also estimate total costs by disorder and primary indication, as shown in Table 4.6. The observed differences in development costs are due primarily to differences in success rates and durations, not out-of-pocket spending by disorder or primary indication.

In contrast with DiMasi et al (1995), Adams and Brantner (2006) found that HIV drugs had quite high clinical costs and anti-infectives as a whole have somewhat higher than average expected capitalised clinical costs. Another issue is that a sizeable proportion of HIV drug development costs shifted from pre-approval clinical trials to required post-approval studies—and so will not be captured as development costs.
In summary, the most recent published analyses (DiMasi et al, 2004; Kola and Landis, 2004; Adams and Brantner, 2006; DiMasi and Grabowski, 2007a; DiMasi et al, 2010; Kaitin and DiMasi, 2011) suggest the following.

1. Neurology is currently one of the most “expensive” therapeutic areas, i.e. total capitalised costs are higher for NMEs in this area. This is due to both low success rates and high development times. Out-of-pocket costs, however, tend to be similar to other therapeutic areas.

2. The other two expensive areas are respiratory and cancer/oncology. The evidence is consistent in that success rates for respiratory drugs are among the lowest, while development times seem to be in the top range. In terms of oncology drugs, the earlier evidence shows success rates for these to be among the lowest, a finding later reinforced by DiMasi and Grabowski (2007a), especially for Phase III trials. Overall approval success rates, however, seem to be similar for oncology drugs versus other drugs. Development times for oncology drugs are higher than other therapeutic areas, especially in the clinical stages.

3. In terms of lower-cost therapeutic areas, the evidence suggests that R&D costs for HIV/AIDS and anti-parasitic drugs are the lowest at around US$600m-$700m in 2011 US$. For both anti-parasitics and drugs for HIV/AIDS, this is the result of having relatively high cumulative probabilities of success in clinical phases and lower total development times.

Note: All values are adjusted to 2011 dollars using the US GDP implicit price deflator from the World Bank

Source: Adams and Brantner (2006)
As discussed earlier and in more detail in Section 8, there might be good reasons for these differences across therapeutic areas; for instance, some areas are fast-tracked (e.g. HIV drugs) and some are more difficult to study and have less well-defined endpoints (e.g. autoimmune diseases and oncology).
**Key Points**

Most of the published calculations of R&D costs to date focus on self-originated new compounds because comprehensive data for licensed-in/acquired compounds are very difficult to collect. However, an increasing proportion of drugs are being licensed in by companies.

Clinical success rates tend to be higher for drugs that are licensed in than for self-originated drugs. Greater success may be the results of a “screening effect” for licensed-in compounds: many of the licensed-in drugs are acquired after Phase I or Phase II testing has been conducted by the licensor and, thus, already have been shown to be promising candidates before being included in the acquiring company’s development portfolio.

This difference also is apparent during early research, i.e. externally-sourced projects are significantly more likely to reach clinical testing than internal projects, perhaps for similar reasons. Indeed, some expectation of success would be necessary for a company to license or acquire any drug candidate.

Most of the published work to date that calculates development costs focuses on self-originated NMEs. The main reason is the lack of data for licensed-in projects; it is usually very difficult, if not impossible, to apportion development costs for these projects between the specific companies. Moreover, when one project is transferred to another company, it rarely is possible to track down the details (especially out-of-pocket costs) of that project from the original company. However, an increasing percentage, and now the majority, of drugs are licensed and involve at least two firms. Most of the more recent articles estimating the cost of developing a successful new drug mention this issue but either (1) still use only self-originated drugs for their cost estimates or (2) cannot distinguish in their databases whether particular medicines are self-originated or have been licensed in.

Some studies, however, do compare the probability of success of self-originated and licensed-in drugs. The most recent study is DiMasi et al (2010). Table 5.1, reproduced from their paper, shows a higher probability of success for licensed-in compounds. The authors give two reasons for this: (1) licensed-in compounds have generally gone through some screening or testing prior to licensing and have been shown to be promising candidates, and (2) it is likely that many of these licensed-in drugs were acquired after some clinical testing had been done on them. The same authors used similar arguments in their earlier research (DiMasi et al, 1994; DiMasi, 1995a; DiMasi, 2001). The authors also comment that licensed-in drugs could be acquired at any phase—but they do not have data on when they were licensed in.

DiMasi et al (2010) also compare transition probabilities, as reported in Figure 5.1. They estimate a higher overall clinical approval success rate for licensed-in versus self-originated drugs: 27% versus 16%. However, the two groups of medicines had identical success rates for both Phase III (64%) and regulatory review (93%). Higher overall clinical approval success rate implies, other things constant, lower total R&D costs per approved drug; for instance, and using the results from DiMasi et al (2003), the R&D cost per approved drug with the higher 27% success rate would fall to US$640m (2003 prices), assuming other things stay constant, as compared with the original estimate of US$802m, which corresponds with the 21.5% success rate.
Table 5.1. Current and maximum-possible success rates by source of molecule for compounds first tested in humans from 1993 to 2004

<table>
<thead>
<tr>
<th>Molecule source</th>
<th>n</th>
<th>Approved molecules</th>
<th>Open molecules</th>
<th>Percentage completed (%)</th>
<th>Current success rate (%)</th>
<th>Maximum possible success rate (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993-2004</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-originated</td>
<td>1,225</td>
<td>87</td>
<td>239</td>
<td>80.5</td>
<td>7.1</td>
<td>26.6</td>
</tr>
<tr>
<td>Licensed-in</td>
<td>412</td>
<td>41</td>
<td>141</td>
<td>65.8</td>
<td>10.0</td>
<td>44.2</td>
</tr>
<tr>
<td>Licensed-out</td>
<td>101</td>
<td>10</td>
<td>42</td>
<td>58.4</td>
<td>9.9</td>
<td>51.5</td>
</tr>
<tr>
<td>All</td>
<td>1,738</td>
<td>138</td>
<td>422</td>
<td>75.7</td>
<td>7.9</td>
<td>32.2</td>
</tr>
<tr>
<td>1993-1998</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-originated</td>
<td>584</td>
<td>64</td>
<td>48</td>
<td>91.8</td>
<td>11.0</td>
<td>19.2</td>
</tr>
<tr>
<td>Licensed-in</td>
<td>180</td>
<td>32</td>
<td>30</td>
<td>83.3</td>
<td>17.8</td>
<td>34.4</td>
</tr>
<tr>
<td>Licensed-out</td>
<td>57</td>
<td>9</td>
<td>21</td>
<td>63.2</td>
<td>15.8</td>
<td>52.6</td>
</tr>
<tr>
<td>All</td>
<td>821</td>
<td>105</td>
<td>99</td>
<td>87.9</td>
<td>12.8</td>
<td>24.8</td>
</tr>
</tbody>
</table>

1 Through June 2009.

2 Assumes that all open compounds will eventually be approved.

Note: Current success rate is defined as the ratio of approved molecules to total number of molecules (column “n” in Table 5.1); maximum-possible success rate assumes that all open compounds eventually will be approved.

Source: DiMasi et al (2010)

Figure 5.1. Phase transition probabilities and clinical approval success probabilities by source of compound, for compounds first tested in humans from 1993 to 2004

Key: BLA = biologics license application; NDA = new drug application

Source: DiMasi et al (2010)
Gilbert, Henske and Singh (2003) explore differences between self-originated and licensed-in drugs for earlier time periods than DiMasi et al. (2010). They argue that licensing-in has become more attractive but, as a result, price competition for the licensing-in of compounds has sharpened. They claim that the average expected return on investment for the acquirer for Phase III licensing-in dropped from 12% in the years 1995-2000 to about 6% in the early 2000s. Decreasing success rates of Phase III trials also has been important in driving down expected returns from licensed-in compounds. Gilbert, Henske and Singh find that in-licensing productivity has declined: for the 1995–2000 period they calculate that a US$0.7b investment (including royalties) was required for one successful drug launch for licensed-in compounds that were already in Phase III; this increased to US$1.1b for the 2000–2002 period. Increase in the investment required and lower expected returns echoes the two issues mentioned above: increased competition for licensing-in of compounds and falling Phase III success rates.

Adams and Brantner (2006, 2010) also raise this important issue, but their data do not allow them to classify drugs as licensed-in or self-originated.

Philippen and Vermeersch (2008) analyse the portfolios of the 20 highest R&D-spending firms in 2005, focusing on 1,328 newly announced research projects in the preclinical stage, which is earlier than in the analyses described above. Success is defined as a project reaching Phase I by January 2007; failure is defined as project cancellation or no information about the project for four or more years. A project is classified as “unknown” if no information is available for one to three years. Philippen and Vermeersch found that externally-sourced projects are significantly more likely to reach clinical testing than internal projects.

Overall, the evidence supports the view that licensed-in compounds tend to enjoy higher clinical success rates, partly as a result of the screening effect that takes place before such compounds are licensed. For pre-clinical stages, the evidence also supports the finding that externally-sourced projects are significantly more likely to reach clinical testing than internal projects.
FIRM SIZE

Key Points
An important variable explored in the literature is the effect of firm size on R&D productivity and whether R&D costs per approved drug vary with firm size. For such analyses, papers focusing on self-originated compounds might produce biased results because the sample for small firms with successful self-originated drugs would be too small to be meaningful.

Results of research on the impact of firm size on R&D productivity and R&D costs are mixed. The evidence from the 1990s and early- to mid-2000s seems to suggest that size matters: multiple tangible and intangible assets are associated with fully integrated organisations, where core capacities can be important across diseases. It remains unclear, however, whether R&D productivity is greater for smaller companies than for traditional “big pharma”.

An important variable explored in the literature is whether firm size affects R&D productivity and R&D costs per approved drug. However, ensuring that all drug costs are captured has meant that the focus of most research has been on self-originated drugs; we expect small firms to be under-represented because too few will have taken self-originated drugs through to approval. Moreover, the drugs that small firms choose to develop in-house, rather than out-license to larger firms, are likely to be drugs with relatively low development costs anyhow, such as orphan drugs and other niche drugs. Thus, any comparison of R&D costs between small and large firms is likely to be biased by unmeasured product selection bias. Taking this into consideration, results in terms of the impact of firm size on R&D productivity and drug development costs are mixed.

Analyses in the mid-1990s by DiMasi (1995a) and DiMasi, Grabowski and Vernon (1995) suggested that, at that time, the smallest firms had higher total capitalised costs per approved drug. They had lower clinical development times and costs than larger firms, but much higher preclinical costs, which dominated the overall cost estimates. DiMasi, Grabowski and Vernon (1995) suggested that this evidence supported the view that there exist economies of scale in pharmaceutical R&D and that these are concentrated in the preclinical or discovery phase. This fits with Henderson and Cockburn (1996), which finds support for the proposition of programme-level economies at the discovery stage.

Abrantes-Metz, Adams and Metz (2005) compare development times and success rates between what they define as “big pharma”, i.e. firms in the top ten by revenue in 2001, and “non-big pharma”, i.e. all other companies. They find that the overall success rate for “big pharma” of 25.2% is slightly lower across the three clinical phases, relative to the 26.3% success rate for the full sample, and lower for Phases I and II compared to “non-big pharma”. However, the success rate in Phase III is notably higher for “big pharma” relative to “non-big pharma”: 69% versus 54%, respectively. Development (Phase I–III) times for successful drugs are substantially shorter for “big pharma” than for “non-big pharma”—76.2 months versus 87.8 months.

Munos (2009) explores FDA approvals of NMEs and NBEs (new biological entities). He finds that the share of NMEs approved that is accounted for by “large” pharmaceutical companies has declined from around 75% in 1995 to around 35% in 2008. Large pharmaceutical companies are defined as one of the “top” 15 drug companies (criterion not specified), or their predecessors.

25 Firm size was measured by pharmaceutical sales.
and joint ventures; all other companies, including biotechnology companies, are categorised as “small” pharmaceutical companies. He shows that the share of NMEs approved that were accounted for by biotech and small pharmaceutical companies trebled, from 23% to nearly 70%, over the same period. He finds evidence to support the argument that small companies outperformed their larger competitors and expects smaller companies’ share of NMEs to stabilise at around 50%. This, he argues, has been driven by two factors: (1) the rise in the number of small companies producing NMEs—up from 78 to 145 during the 1980s and 1990s, facilitated by venture capital funding for the biotech boom and (2) the emergence of new, more productive companies has meant that the mean annual NME output of small companies has increased from 0.04 to 0.12 per company since 1995.

Munos argues that the hypotheses to test in the future are (1) whether the NME output of small companies will increase as they become more enmeshed in innovation networks, (2) whether large companies are making more detailed investigations into fundamental science, and (3) whether heightened safety concerns by regulators affect large and small companies differently, as small firms are more likely to be developing orphan drugs and/or drugs likely to gain priority review due to unmet medical need. Overall, Munos views individual small companies as a less reliable source for NMEs than larger companies, but “collectively they produce more, for less” (Munos, 2009, page 965).

In summary, then, results of research on the effect of R&D productivity are mixed. The evidence from the 1990s and early 2000s does suggest that size matters; multiple tangible and intangible assets associated with fully integrated organisations provide core capacities important across diseases (Henderson, Orsenigo and Pisano, 1997; Pammolli and Riccaboni, 2000 and 2001; Henderson and Cockburn, 1996; Cockburn and Henderson, 1994). This is also supported by Garnier (2008), who argues that benefits from greater size include providing critical mass for global clinical development and acquiring crucial technology platforms. In Garnier’s view, the potential way forward is “not to break up pharma giants into smaller companies, but to return power to scientists by reorganising R&D into small, highly focused groups headed by people who are leaders in their scientific fields and can guide and inspire their teams to achieve greatness” (Garnier, 2008, page 70).
**Key Points**

To address the problem of limited evidence on biologic medicines, DiMasi and Grabowski (2007b) expanded their biotech sample from DiMasi et al (2003) with project level and aggregate annual expenditure data from a biotech firm. They found that the overall clinical success rate for biotech products is 30.2%, which is higher than the 21.5% estimate for traditional pharmaceutical products reported by DiMasi et al (2003). Total clinical plus approval time is 8% longer for biopharmaceuticals than for traditional pharmaceuticals, with nearly all the difference being in Phase I.

Capitalisation increases biopharma costs relative to traditional pharma costs because of the longer development timeline and a slightly higher cost of capital. To account for the latter, DiMasi and Grabowski (2007b) use an 11.5% cost of capital for biologics compared with 11% for other medicines. Comparisons between biologics and other pharmaceuticals based on this one study, however, should be treated with caution because the sample size for biologics still is small.

DiMasi and Grabowski (2007b) performed the first detailed analysis of R&D costs for biologic medicines. They use two data sources for their analysis: the sample from DiMasi et al (2003) and project level and aggregate annual expenditure data from a biotechnology firm for drugs that entered clinical testing from 1990 to 2003. In total, there are four biologics from three companies from the earlier study and 13 compounds from the biotechnology firm. The focus is on recombinant proteins (9) and monoclonal antibodies (8).

Using the same methods as the DiMasi et al (2003) paper, DiMasi and Grabowski (2007b) estimate average clinical period phase costs at US$189m in 2011 prices. Relative to the DiMasi et al (2003) results, the mean total out-of-pocket costs for the clinical phases are 14% higher for biologic compounds than for non-biologics. Multiplying mean costs per phase by the probability of entering each phase (100% for Phase I, 83.7% for Phase II and 47.1% for Phase III) yields the expected clinical out-of-pocket cost per investigational biopharmaceutical compound of US$124m in 2011 prices.

DiMasi and Grabowski (2007b) use the same method as DiMasi et al (2003) to estimate preclinical costs: they multiply the estimated clinical phase cost per investigational molecule by a ratio of preclinical to clinical annual expenditures obtained by applying an appropriate lag that associates preclinical expenditures with clinical expenditures incurred some time later; this recognises that pre-clinical R&D expenditures occur years prior to the associated clinical testing costs. DiMasi and Grabowski (2007b) estimate that clinical-period phase costs account for 65% of total out-of-pocket costs, which yields an out-of-pocket preclinical cost per investigational molecule of US$68.3m in 2011 prices. As DiMasi and Grabowski (2007b) estimate that the probability of entering the preclinical phase is 100%, the expected out-of-pocket preclinical cost is also equal to US$68.3m. Thus, the total out-of-pocket cost, preclinical and clinical, per investigational biopharmaceutical compound is US$257.3m (US$189m + US$68.3m) in 2011 prices and the total expected out-of-pocket costs are US$192.3m (US$124m + US$68.3m).

---

26 Figures in DiMasi and Grabowski (2007b) are in 2005 prices. We have converted all figures to 2011 prices.
The overall clinical success rate for biological products is estimated to be 30.2%, higher than the 21.5% estimated for other pharmaceutical products in DiMasi et al (2003); out-of-pocket (non-capitalised) clinical costs per approved new biopharmaceutical drug equals US$412m in 2011 prices—the result of dividing the expected clinical cost (US$124m) by the overall clinical success rate. Out-of-pocket preclinical costs per approved molecule are US$226m, at 2011 prices, calculated similarly to clinical costs.

In terms of development times, total clinical plus approval time is 8% longer for biopharmaceuticals than for other pharmaceuticals, with nearly all the difference accounted for by Phase I.

In order to calculate capitalised costs, DiMasi and Grabowski use an 11.5% cost of capital for biopharmaceuticals compared with 11% for other medicines. Table 7.1 shows the results for capitalised costs per investigational biopharmaceutical.

### Table 7.1. Capitalised costs per investigational biopharmaceutical compound (2011 US$m)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Expected out-of-pocket cost ($)</th>
<th>Phase length (months)</th>
<th>Start of phase to approval (months)</th>
<th>End of phase to approval (months)</th>
<th>Expected capitalised cost</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preclinical</td>
<td>68.3</td>
<td>52</td>
<td>149.7</td>
<td>97.7</td>
<td>211.6</td>
</tr>
<tr>
<td>Phase I</td>
<td>36.8</td>
<td>19.5</td>
<td>97.7</td>
<td>78.2</td>
<td>81.8</td>
</tr>
<tr>
<td>Phase II</td>
<td>36.0</td>
<td>29.3</td>
<td>78.2</td>
<td>48.9</td>
<td>64.2</td>
</tr>
<tr>
<td>Phase III</td>
<td>51.6</td>
<td>32.9</td>
<td>48.9</td>
<td>16</td>
<td>69.5</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td><strong>427.2</strong></td>
</tr>
</tbody>
</table>

Note: Figures reported in DiMasi and Grabowski (2007b) are in 2005 prices. We have converted all figures to 2011 prices. Source: DiMasi and Grabowski (2007b)

Preclinical capitalised cost per investigational molecule is obtained by spreading the US$68.3m out-of-pocket cost per investigational molecule, determined above, over an estimated 52-month preclinical period and then capitalising forward to the date of marketing approval at a 11.5% real annual discount rate. Based on this methodology, total R&D costs per approved biopharmaceutical product are US$1.4b in 2011 prices. Tables 7.2 and 7.3 show how out-of-pocket costs and capitalised costs compare for biotech and pharmaceutical products. The data for pharmaceutical—non-biologic—products are based on DiMasi et al (2003); note that DiMasi and Grabowski (2007b) update the estimated costs in DiMasi et al (2003) to 2005 prices, using the GDP deflator.

### Table 7.2. Pre-approval out-of-pocket outlays per approved new molecule (2011 US$m)

<table>
<thead>
<tr>
<th>Phase</th>
<th>Biologics</th>
<th>Pharma (non-biologics)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preclinical</td>
<td>226</td>
<td>155</td>
</tr>
<tr>
<td>Clinical</td>
<td>412</td>
<td>360</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>637</strong></td>
<td><strong>515</strong></td>
</tr>
</tbody>
</table>

Note: Figures reported in DiMasi and Grabowski (2007b) are in 2005 prices. We have converted all figures to 2011 prices. Source: DiMasi and Grabowski (2007b)
As shown above, out-of-pocket costs for pharmaceutical products are significantly lower than for biologics—46%, 14% and 24% higher for preclinical, clinical and total, respectively. Table 7.3 shows capitalised costs.

Table 7.3. Pre-approval capitalised cost per approved new molecule (2011 US$m))

<table>
<thead>
<tr>
<th>Phase</th>
<th>Biologics</th>
<th>Pharma (non-biologics)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Preclinical</td>
<td>701</td>
<td>429</td>
</tr>
<tr>
<td>Clinical</td>
<td>714</td>
<td>596</td>
</tr>
<tr>
<td>Total</td>
<td>1,415</td>
<td>1,025</td>
</tr>
</tbody>
</table>

Source: DiMasi and Grabowski (2007b)

Likewise for capitalised costs, biologics costs are higher than estimates for non-biologic pharmaceuticals. The authors point out that capitalisation increases the cost of biologics relative to pharmaceuticals because of the longer development timeline and a slightly higher cost of capital.

The authors conclude that the estimates for biologics are higher than found in their previous study (2003). However, DiMasi and Grabowski themselves caution that their analyses may be imprecise for a number of reasons: (1) the data for biologic products are of a more recent vintage than the pharmaceutical products that were included in the 2003 study, (2) the sample size is small for calculating mean phase costs, (3) non-biologic product costs may not have changed to the same extent in recent years as they did earlier, and (4) the biologics and non-biologics in the study are concentrated in different therapeutic classes, which may affect costs, a factor that the authors considered important enough to examine in a subsequent paper (DiMasi and Grabowski, 2007a).

In summary, little evidence exists about how great the differences may be in R&D costs for biologics versus “traditional” pharmaceutical products. With caveats, the recent evidence provided by DiMasi and Grabowski (2007b) suggests that total capitalised R&D costs for biologic medicines are higher than for other pharmaceuticals.
Key Points
The key drivers of the main components of R&D costs present three sets of issues grouped around out-of-pocket costs, failure/success rates and development times.

Drivers of out-of-pocket costs: A key element of R&D cost is the cost of clinical trials, which is affected by the cost per patient and the number of patients required to collect sufficient data. The complexity of clinical trials has increased over time, also increasing their costs. Two trends, however, appear to be helping to control trial costs. First, outsourcing to clinical research organisations (CROs) appears to increase the efficiency of running trials. Second, locating trials in emerging markets (Africa, Asia, Eastern Europe, Latin America and the Middle East) can reduce costs, both because local costs are lower and because patient recruitment may be faster. Nevertheless, although more clinical trials are being conducted in emerging markets, especially Phase III trials, the majority of clinical trials still are conducted in the US and Western Europe, for reasons related to regulatory conditions, relevant expertise and infrastructure.

Drivers of failure rates: Failure rates appear to have increased over time and have fluctuated across stages of development. This may be the result of a combination of reasons. First, regulators are becoming more risk averse and may be more reluctant to approve some drugs. Second, R&D is directed towards tougher challenges that require drugs with novel mechanisms of action and for which clinical endpoints may be less clear cut. Third, within companies, projects may advance prematurely, for various reasons, to the later stages of clinical development and then fail in Phase III.

Other changes have been identified that could counter increased failure rates. These include better preclinical screening that allows earlier project termination; integrating HTA earlier in the process to encourage earlier decisions about discontinuing projects for commercial reasons; and developing biomarkers and companion diagnostics that can lead to personalised/stratified medicines, with greater prospects for success. Alliances between companies, increasingly common, also may increase success rates.

In the short run, however, important technological challenges, especially for stratified medicines, may actually lead to higher failure rates and costs as science advances and while companies learn how to develop biomarkers and companion diagnostics better. It might take some time for biomarkers and diagnostics to be used efficiently, but “learning by doing” could drive a more efficient R&D process in the long run.

Drivers of development times: A number of factors affecting development times have been identified. First, regulators may be more risk averse, leading to increased regulatory stringency and longer regulatory reviews. Second, companies are directing efforts towards areas that are intrinsically associated with very long clinical development times. Third, clinical trials are becoming increasingly complex and, as a result, take longer to complete. Fourth, trade-offs may be occurring between time and success rate—for example, longer Phase II development times that allow for additional scrutiny before deciding whether to advance to the next phase might produce higher success rates in Phase III. A better use of biomarkers might reduce overall development times by enabling pre-identification of patients with a high response rate and/or low probability of an adverse drug reaction.
This section focuses on the drivers of trends over time for the key components of R&D costs: out-of-pocket costs, failure/success rates, and time. Some drivers will affect more than one component, as outlined below.

**Drivers of Out-of-Pocket Costs**

A key set of factors determining out-of-pocket costs relates to the costs of performing clinical trials. Costs have increased with a rise in per-patient costs, the number of patients in clinical trials, and the complexity of clinical trials. Two trends that may help control costs are outsourcing trial management to CROs and performing some clinical trials in emerging markets.

Research published in 2006 showed that the cost per patient of running a Phase III clinical study for a new pharmaceutical exceeded US$28,700, on average. Phase II trials were comparatively cheaper, with average per-patient cost of just over US$21,300. Phase I trials were less expensive at US$17,300 per patient\(^{27}\) (CEI, 2006).

In addition, the average number of patients included in clinical trials approved by the FDA has doubled in recent years (CSDD, 2008). Scannell et al (2012) also provide examples of increases in the average number of patients per trial. The increases in part are in response to more demanding data requirements from regulators, linked in turn to regulators being more risk averse, discussed below.

The complexity of clinical trials has increased for both regulatory and market reasons. This includes more frequent testing of active compounds against placebo, where ethically possible. The increasing HTA requirements of many public and private third party payers means that pharmacoeconomic, market-oriented variables are more often included in clinical studies to help demonstrate cost effectiveness. Mattison (2009) offers some estimates of this impact, based on a survey. Her results show that all of the 16 companies surveyed estimate that the overall HTA environment has increased development costs\(^{28}\): nine of the 16 companies believe this has increased costs by up to 10%, five by 10–25%, and two by 25–50%.

Two factors may help control the costs of clinical trials: outsourcing the management of clinical trials to specialist clinical research organisations (CROs) and locating trials in emerging markets. Hu et al (2007) find that the proportion of drug discovery and development expenditures that was outsourced increased from 10% in 1997 to 41% in 2009; other research suggests that CROs played a substantial role in 64% of Phase I–III trials in 2003 versus 28% in 1993 (Shuchman, 2007). The evidence suggests that most of the revenue growth for CROs is coming from trials for Phases III–IV, with growth rates of around 17%; revenues for earlier-phase trials are growing at around 18% (Mansell, 2007). Mansell (2007) cites an analysis by CSDD from 2006 that shows that one of the advantages of using CROs is increased overall efficiency in running clinical

---

\(^{27}\) The original source quoted the numbers in 2006 prices; we have converted them to 2011 prices, using the GDP implicit price deflator.

\(^{28}\) The period over which this increase applies is undefined.
trials. This ultimately reduced out-of-pocket costs because projects with high CRO involvement stayed closer to schedule. On average, projects with high CRO involvement were filed more than 30 days nearer to the projected submission date. Overall, although CRO-managed trials tended to be larger, they were completed more quickly, especially during the study close-out period.

With respect to the location of clinical trials, many observers have discussed the increasing role of emerging markets as sites for global trials. We have explored the geographic distribution of the clinical trials included in the ClinicalTrials.gov database to get a sense of siting. As of early August 2012, the distribution of trials across the world, as reported on ClinicalTrials.gov, was as shown in Table 8.1.

Table 8.1. Distribution of trials included on ClinicalTrials.gov (August 2012)

<table>
<thead>
<tr>
<th>Geographic location</th>
<th>Number of trials</th>
<th>Share of total number</th>
</tr>
</thead>
<tbody>
<tr>
<td>US</td>
<td>63,044</td>
<td>48%</td>
</tr>
<tr>
<td>Europe</td>
<td>34,632</td>
<td>27%</td>
</tr>
<tr>
<td>Canada</td>
<td>9,887</td>
<td>8%</td>
</tr>
<tr>
<td>East Asia</td>
<td>10,730</td>
<td>8%</td>
</tr>
<tr>
<td>Middle East</td>
<td>5,243</td>
<td>4%</td>
</tr>
<tr>
<td>South America</td>
<td>4,342</td>
<td>3%</td>
</tr>
<tr>
<td>Pacific</td>
<td>3,642</td>
<td>3%</td>
</tr>
<tr>
<td>Africa</td>
<td>2,888</td>
<td>2%</td>
</tr>
<tr>
<td>North Asia</td>
<td>2,381</td>
<td>2%</td>
</tr>
<tr>
<td>South Asia</td>
<td>2,320</td>
<td>2%</td>
</tr>
<tr>
<td>Japan</td>
<td>2,407</td>
<td>2%</td>
</tr>
<tr>
<td>Southeast Asia</td>
<td>2,571</td>
<td>2%</td>
</tr>
<tr>
<td>Mexico</td>
<td>1,679</td>
<td>1%</td>
</tr>
<tr>
<td>Central America</td>
<td>1,742</td>
<td>1%</td>
</tr>
<tr>
<td><strong>Total number of trials</strong></td>
<td><strong>130,356</strong></td>
<td></td>
</tr>
</tbody>
</table>

Note: Studies with multiple locations are included in each region containing locations, so the sum of number of trials per location (147,508) is higher than the total number of trials (130,356)
Source: NLM (2012)

Table 8.1 shows that the majority of trials included in the database still are located in the US and Europe; within Europe, 83% of trials are located in Western Europe and the remaining 17% in Eastern Europe. Clearly, the share of trials done in emerging markets, at 28%, is important (the total minus the US, Europe, Canada and Japan).

Cockburn et al (2010), using information from ClinicalTrials.gov, found that Phase I and Phase II sites for industry-sponsored trials are primarily in North America and Western Europe, but Eastern European countries account for a significant share of Phase II trials. Emerging regions (Africa, Asia, Eastern Europe, Latin America and the Middle East) are most often the sites for
Phase III studies, which require larger numbers of patients that occur outside North America and Western Europe. For industry-sponsored Phase II and III sites, Cockburn et al (2010) find a steady decline in the North American share, from 61% in 2003 to 51% in 2008, and an increase in the total share for emerging economies from 13% to 22%. The tentative conclusion is that some regional specialisation in early versus late stage trials seems to be occurring, but that other factors are in play as well, such as trial costs, intellectual property protection and medical infrastructure.

Mansell (2007) reports on the results of the Jefferies CRO survey of March 2007: in 2006–2007, 60% of clinical development dollars allocated to patient access was spent within the US; it was projected that 60% would be spent outside the US by 2010, with shifts primarily to China and India. Based on Table 8.1, and subject to caveats about the data contained in the ClinicalTrials.gov database, trials in the US still represent nearly 50% of all trials. According to Mansell (2007), India's share of global trials increased from 1.5% in 2006 to 5% in 2008 and was expected to reach 15% by 2011. The numbers provided by Mansell (2007) do not match the percentages for India in Table 8.1; we believe that the main reason for this is the use of different sources. However, the overall trend is supported by more recent research, although the exact percentage of trials estimated as being carried out in any particular country varies.

The key reason for this apparent clinical trial globalisation is that sites in emerging markets offer cost savings; e.g. Wilsdon, Attridge and Chambers (2008) argue that India and China can offer costs savings of 67–90% and 50–60%, respectively, compared to the US—and these locales also can offer better access to patients, including faster enrolment rates, important subpopulations, and treatment-naïve patients. Wilsdon, Attridge and Chambers (2008) also find, echoing Cockburn et al (2010), that the share of emerging markets appears to be higher for Phase III, the most expensive trials, and lower for earlier stages. This could have a large effect on out-of-pocket drug developments costs.

Bailey, Cruickshank and Sharma (2009) also argue that emerging markets are attractive for some trials because Phase III trials can be completed faster, meaning that drugs reach the market sooner, and costs are lower. China, India and Russia in particular offer adequate and improving infrastructure, including the requisite pool of scientific talent.

Garnier (2008) agrees that siting clinical trials in emerging markets can reduce waste and improve the quality of decision making. He argues that by switching 50% of its Phase II and III trials from high-cost locations (the US and Western Europe) to India and South America, a mid-size pharmaceutical company with 60,000 patients in clinical trials could save US$600m annually. As an example of cost differences, he notes a top-notch academic centre in India charges US$1,500-2,500 per patient case report while a second-rate centre in the US charges US$20,000, a tenfold difference.

Despite the potential cost advantages of using emerging markets for clinical trials, however, the vast majority of trials still are done in the US and Western countries. Many factors affect decisions about where to conduct clinical trials, such as the location of key partners, internal facilities and future product launches. The US and other Western countries still rank high on these dimensions and are somewhat lower risk than emerging markets. For instance, and as
shown by Bailey, Cruickshank and Sharma (2009), the US, the UK and Germany still are more attractive than emerging countries in terms of the regulatory environment, relevant expertise and infrastructure; the primary disincentives identified for siting trials in countries such as Russia, India and China are weak IP protection and various forms of government intervention, including a tax on clinical trials.

Drivers of Failure Rates
As highlighted above, failure rates seem to have increased over time, although the evidence is somewhat mixed. A number of factors help explain this trend. First, regulators are becoming more risk averse, which may produce more stringent regulatory regimes that ultimately affect the likelihood of a medicine being authorised for market. As noted by Scannell et al (2012), the availability of safe and effective drugs to treat a given disease may raise the regulatory bar for other drugs for the same indication.

Second, industry R&D is now directed towards tougher scientific challenges where finding successful new treatments is inherently more difficult. Pammolli, Magazzini and Riccaboni (2011) argue that the perceived decline in R&D productivity in pharmaceuticals over the past two decades is associated with an increasing concentration of R&D investment in areas where risk of failure is high. For example, they identify an increasing focus on developing treatments for chronic and degenerative diseases, which require longer and more expensive testing than acute diseases. At the same time, treatments for the “easy” targets have been found, leaving only the poorly understood and more complex targets, such as autoimmune diseases and genitourinary conditions. If, as a result, companies must search for drugs that have both a novel mechanism of action and less clear cut endpoints, then the impact on success rates will be negative. A stronger focus on more complex and sophisticated medicines already is evident. For example, biologics represented 12% of global industry sales in 2001, growing to 19% in 2006; recent projections put the 2011 share at around 30%.

Scannell et al (2012) offer an alternative view of the “low hanging fruit” argument. They maintain that the fruit that already has been picked reduces the value of the fruit that remains on the tree because it is now more difficult to show benefits relative to existing treatments than before.

Third, failure rates may increase artificially in the later phases for a number of reasons. For example, Gordian et al (2003) speculate that companies may advance some projects into Phase III prematurely and failure of those projects then is attributed to that phase. Moreover, commercial success is increasingly affected by regulation of medicines pricing and reimbursement, which often requires demonstrating an advance over the standard of care. Products that ultimately are unable to do that, but progress through development anyhow, would fail in the later phases, increasing those failure rates but not affecting rates in the earlier phases.

At the same time, actions that may help reduce R&D costs overall may increase failure rates at earlier stages—i.e. by terminating projects earlier and ensuring that only products most likely to succeed are continued—in a sense making companies more risk averse. This might include, for instance, better preclinical screening and additional scrutiny of higher-risk compounds. Commercial factors are increasingly important in decisions about terminating projects.
Integrating HTA into R&D decision making as early as possible may allow companies to discontinue projects for commercial reasons earlier in the R&D process. In a survey of 40 companies, DiMasi, Caglarcan and Wood-Armany (2001) found that pharmacoeconomic analyses are being initiated early in clinical development. The survey showed that this is influencing clinical trial design, especially in the selection of comparator compounds, and other key decisions during the development process including whether to continue clinical testing on individual drugs. Mattison (2009) finds that HTA may be first considered as early as before proof of concept.

The overall impact of HTA on the cost of drug development is not clear. Collecting additional data from clinical trials likely adds to development costs; but earlier discontinuation of products that are not likely to be commercially successful could reduce them.

Commercial considerations appear to be increasingly important, compared to technical reasons, in decisions about continuing projects. Companies aim to address technical issues as early as possible in the drug development process, to manage time and expenditure. However, a decline in the frequency of technical grounds as the reason for R&D project determination might be due to termination of projects for commercial reasons before the technical issues become apparent.

Thus, two main factors appear to drive decisions on projects. The shift towards more complex therapeutic area implies that technical reasons still are, and will continue to be, important drivers of project discontinuation decisions and failure rates. Companies also appear to be integrating commercial assessments into the process earlier to help avoid continuing projects with little chance of commercial success. The balance between these two factors remains an empirical issue; it will differ across, and perhaps within, companies depending on the disease areas targeted and internal R&D management processes.

In future, genomics may have a powerful impact on development times, development costs and success rates. Companies may be better able to control success rates throughout the development process with advances that allow personalised/stratified medicine. For example, the development and use of biomarkers and companion diagnostics can help determine which patients are most likely to benefit from a specific treatment. Eventually, genomics may provide a far better understanding of how the human body works at the molecular level. The use of molecular diagnostics, for example, could accelerate the R&D process for treatments when a biomarker or other genetic characteristic allowing for patient stratification is ascertained at an early stage of treatment development (Garau et al, 2012). Although genomic-based approaches initially may increase development times and costs, in the long run “individualised medicine” could decrease out-of-pocket development costs and development times while increasing success rates.

Personalised medicine might reduce Phase II and Phase III attrition rates in two key ways. First, target selection may improve; as discussed earlier, validated targets have higher success rates than more novel targets. Patient stratification in oncology clinical trials, for example, could reduce attrition rates particularly in Phases II–III (Walker and Newell, 2009). Second, personalised medicine allows routine pursuit of early proof of concept (POC) studies, especially in Phase I, for which biomarkers and surrogate endpoints often can be employed.

Increased efficiencies also can be achieved via improvements in science, such as combinatorial chemistry, high-throughput screening (HTS) and genomics, thus reducing attrition.
Alliances and networks are another development that may positively affect success rates in the longer term. As noted above, greater collaboration across the various R&D stages is occurring between and within industry, academia, regulators, governments and health care providers. Public and private medical research is increasingly synergistic and complementary (HERG, OHE and RAND, 2008, and Mestre-Ferrandiz and Sussex, 2009). Partnering and collaborative ventures allow all stakeholders, whether publicly- or privately-funded, to access disease knowledge communities. Some observers also argue that the move to a more virtual R&D process with significant outsourcing can maximise flexibility and better manage development risk. These trends have the potential to improve success rates in the medium term as companies benefit from synergies; it may create some delays in the short term, however, as companies learn how to collaborate effectively.

Finally, as the evidence in Section 5 suggests, licensing-in can reduce attrition rates, even at early stages of the R&D process. Boschwitz et al (2005) note that the value of early-stage deals is rising as late-stage deal costs seem to have stabilised. This fits with the observed trend for alliances and deals to occur earlier because of rising and more intense competition among pharmaceutical companies to fill pipelines at later stages of development. (See, e.g. Mudhar, 2006; van Brunt, 2005; and Aghazadeh et al, 2005). In contrast to the assertions of Boschwitz et al (2005), however, increasing competition appears to be inflating the price of later-stage deals, as Gilbert, Henske and Singh (2003) suggest. Danzon, Nicholson and Pereira (2005) analyse productivity in pharmaceutical and biotech R&D and show that alliances take place in all phases—I, II and III. This study does not provide evidence on the proportion of deals per phase, however, or suggest whether that has changed over time. While pharmaceutical companies are increasingly looking for licensing-in deals, it is uncertain whether the number of smaller firms willing to license-out to pharmaceutical companies is increasing, decreasing or remains unchanged.

Drivers of Development Times

Several factors affecting development times have been identified. First, regulators appear to be more risk averse, increasing the stringency of regulation and regulatory review. However, regulators do continue to attempt to address this issue, in some cases with very forward-looking initiatives. In the US, for example, the FDA launched its Critical Path Initiative (CPI) in 2004, to “drive innovation in the scientific processes through which medical products are developed, evaluated, and manufactured” (FDA, 2011, np.). In 2006, the FDA released its Critical Path Opportunities List of 76 tangible examples where new scientific discoveries—in fields like genomics, imaging, and informatics—could be applied during development to improve the accuracy of tests that predict the safety and efficacy of potential medical products (FDA, 2011).

In Europe, the EMA in 2011 launched its Road Map to 2015, which describes three priority areas for the Agency’s work, one of them under the heading “facilitating access to medicines” (EMA, 2011a). This includes “stimulating the development of medicines for areas of unmet medical need, neglected diseases and rare diseases, and for all types of medicines for veterinary use” and “facilitating new approaches to medicine development” (EMA, 2011a, page 5). This reflects EMA’s recognition of the importance of further developing the regulatory framework for new and emerging science, in particular with respect to benefit/risk evaluation, potential safety issues, and ethical and environmental considerations. EMA also intends to continue to review
the model for regulation of medicines in the EU, particularly with regard to the development of medicines and the benefit/risk balance.

Second, changing therapeutic targets also are affecting development times. As Kaitin and DiMasi (2011) show, companies are increasingly directing efforts towards areas that are intrinsically associated with very long clinical development times, such as CNS and antineoplastic drugs. This, in turn, is driven by markets, where only the truly novel new drug is likely to be treated favourably in pricing and reimbursement regimes.

Third, in terms of the duration of clinical trials, more complex clinical trial protocols are demanding more of both investigators and study volunteers. This has led not only to clinical trials of longer duration, but also to increased difficulty in recruiting and retaining patients (CSDD, 2008).

Emerging new technologies may spark a countertrend that eventually could shorten development times. As noted above, pharmacogenomics, including the use of biomarkers, has the potential to reduce development times by allowing far more accurate identification of patients with a high response rate and/or a low probability of an adverse drug reaction.

Indeed, in several cases drugs already have been developed with companion diagnostics that identify which patients are likely to benefit most (see Garau et al, 2012, for examples). This trend, however, poses many new challenges. For instance, if a diagnostic is co-developed with the drug, then Phase II studies need to be designed to evaluate the candidate assays available, to select one, and then to perform analytic validation of the assay before launching the Phase III trial. Even if such R&D challenges are overcome, commercial challenges remain. For example, if this co-development initiative involves more than one company, pricing and reimbursement agencies will need to determine how to split the reward between the drug and the companion diagnostic. This already is raising serious issues as some payers are refusing to cover the diagnostic.

As discussed above, one recurrent theme in the past was that companies had not been using Phase II trials “rationally” and many projects taken into Phase III subsequently failed. As mentioned earlier, duration of Phase II trials has increased over time; perhaps this in part is because companies are being more diligent in their Phase II trials and using those results to making tougher decisions about whether to continue projects. Given the mixed evidence about the evolution of Phase III success rates, it is difficult to ascertain whether this is the case.

A New Drug Development Paradigm?
A key issue that dominates policy discussions around drug development is whether the current model (see Figure 2.1, above) is affordable. The preceding chapters have made clear the evidence that supports the contention that the cost of a successful new medicine has increased over the last decades. A number of options have been identified that change the current drug development paradigm to increase the productivity of R&D and reduce drug development costs. We now comment on two of these options, suggested by Barker (2010) and by Paul et al (2011). Barker’s (2010) two main concerns regarding the current drug development paradigm are that (1) the model is too inflexible in process, timing and methods and (2) alignment and partnership
between stakeholders and innovators is lacking. He proposes a flexible blueprint for drug development, represented in Figure 8.1.

**Figure 8.1. Proposed flexible blueprint**

```
<table>
<thead>
<tr>
<th>Explore: R&amp;D</th>
<th>Review &amp; design</th>
<th>Confirmatory trials</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Submit and confirm approval</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Initial Access</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Early access, conditional on data collection</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Effectiveness/comparative studies</td>
</tr>
</tbody>
</table>
```

Source: Barker (2010)

Barker’s approach relies on five key features.

1. Division into two stages, exploratory and confirmatory trials, rather than Phases I-IV
2. A collaborative design step before the most expensive confirmatory trials are commissioned
3. Ability/need to customise the model for different benefit-risk/uncertainty profiles
4. Ability to allow early, controlled patient access to the medicine if justified by interim findings of confirmatory trials
5. Subject the drug to requirements for pharmacovigilance and pharmaeconomic analysis before the full “green light” for wide access and long term reimbursement is granted

Collaboration among companies on trials and early research is key in the exploration stage. Before undertaking the confirmatory trials, which should be flexible in their design and analysis, the “review and design” step builds in collaboration among companies, regulators, HTA agencies and patient groups. The proposed model is designed to deliver the evidence required for both regulatory approval and value assessment.

Paul et al (2010) focus on making R&D efforts more iterative, shortening the R&D process and incorporating feedback loops across the different R&D stages. Figure 8.2 replicates their diagram comparing the more traditional R&D model with what they call the “quick win, fast fail” model. The Paul et al model requires redistribution of R&D investment from later stages to the “R&D sweet spot” which they believe resides prior to Phase II and is where heavy emphasis is placed on having sufficient discovery capacity and capability to assure selection of validated targets. The focus of the R&D sweet spot is the resolution of technical uncertainty early in development. One similarity between the Barker (2010) and Paul et al (2010) approaches is the focus on the earlier phases to reduce technical uncertainties before beginning the more expensive, later-stage trials.

A second similarity between the Barker (2010) and Paul et al (2010) approaches is the emphasis on flexibility during the R&D stages. This also has been termed “adaptive” or “flexible” trial design. The core concept is to use accumulating data to decide on how to modify aspects of the study mid-trial, in a pre-planned manner, and without undermining the validity or integrity of the study. Once results are obtained, companies could adjust the trial’s key characteristics, such as sample size, allocation of treatments, addition or deletion of treatment arms, inclusion/exclusion criteria and combining trials or treatment phases.
Figure 8.2. “Quick win, fast fail” model

Notes: POC = proof of concept; p(TS) = probability of success; CS = candidate selection; FED = first efficacy dose; FHD = first human dose; PD = product description
Research shows that R&D costs per approved NME have been increasing over time. Although private pharmaceutical R&D spending is increasing in real terms, the number of NMEs approved each year is not. This implies that R&D productivity is falling if we measure “output” as the count of NMEs approved per year. Given the long timelines in drug development, however, focusing on this static relationship can be misleading and is of little use.

We have calculated a new cost estimate using unpublished data from various CMRI surveys. Our new estimate of the R&D cost per NME is US$1.5bn in 2011 prices, within the range of other recent estimates.

Four key variables drive total R&D costs per approved NME: success rates, development times, out-of-pocket costs, and cost of capital.

The evidence suggests that success rates have been falling, especially in Phase II and Phase III, although the evidence is not conclusive.

Development times in total for Phases I, II and III, on the other hand, have remained relatively constant over time, at around 75–79 months. Phase II and Phase III durations are now similar to one another; Phase III used to be considerably longer.

Out-of-pocket development costs appear to have increased in real terms over time. The most recent estimates show that out-of-pocket clinical costs (i.e. for Phases I–III) are now around US$220m in 2011 prices.

The long timescales of pharmaceutical R&D mean that the estimated cost per NME is highly sensitive to the cost of capital applied. The more recent analyses use a real annual cost of capital of 11%, up from 9% used in earlier work.

The evidence provided in this publication also shows important variations around the mean cost per NME for different types of medicines. First, significant differences are evident in the cost of R&D for new medicines across therapeutic areas. The most recent evidence suggests that neurology, respiratory and oncology are the most expensive areas. At the lower cost end are drugs for HIV/AIDS and anti-parasitics. The cost difference across therapeutic areas can be more than twofold.

Second, licensed-in compounds tend to be more successful than self-originated NMEs, both in the pre-clinical and clinical phases, probably due to a “screening effect”. However, most of the published work to date that calculates R&D costs focuses on self-originated NMEs, due to a lack of data for licensed/acquired compounds.

Third, the evidence supports the idea that drugs with a more validated target and more objective endpoints are more successful than drugs with more novel mechanisms of action and less clear cut endpoints.

Fourth, although the available evidence is limited, total capitalised costs for biologicals appear to be higher than for other pharmaceuticals.
Mean estimates of R&D costs per successful drug should be treated with caution. While useful to provide an overall picture, cost differences around the mean are important.

The reasons for the increase in R&D costs are multiple. Technological challenges are one set of drivers of cost increases; diseases targeted currently are more complex than diseases targeted decades ago. In addition, as we move towards personalised/stratified medicine, patient recruitment will change as methods for identifying and recruiting the appropriate patient population also change. Some examples already exist of new medicines being developed alongside companion diagnostics that target very specific patient subpopulations; this can increase R&D costs in the short run as companies adapt to this new environment. In the long run, however, this “learning by doing” has the potential to make the R&D process more efficient.

Companies sometimes may advance projects through the R&D process prematurely when more time and resource invested at an earlier stage could prevent an ultimately unsuccessful and more expensive Phase III trial. Companies continue to work to improve the efficiency of R&D decisions by addressing those factors within their control—e.g. closer scrutiny in the early R&D stages, integrating health economics earlier in the process, and moving some trials to less expensive locations and/or using CROs to manage clinical trials. Biopharmaceutical companies also are trying to address the more complex scientific challenges through alliances with other companies and by working in collaboration with a range of stakeholders. This allows both risks and rewards to be shared, rather than being borne by one party alone.

The R&D costs identified in our study are driven by a combination of factors, including changes in technology and decisions taken by companies and regulators. Whether the current drug development paradigm needs revising and—if so, how—is clearly an important policy issue that merits further investigation.
Table A1. List of papers providing quantitative evidence

<table>
<thead>
<tr>
<th>Publication</th>
<th>Mean development costs</th>
<th>Success rates</th>
<th>Development times</th>
<th>Out-of-pocket costs</th>
<th>Therapeutic area</th>
<th>Compound origin</th>
<th>Firm size</th>
<th>Biologicals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hansen, 1979</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wiggins, 1987</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi et al, 1991</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OTA, 1993</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi et al, 1994</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi et al, 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi, 1995</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi, 2001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td></td>
</tr>
<tr>
<td>DiMasi et al, 2003</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gilbert, Henske and Singh, 2003</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Kola and Landis, 2004</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Abrantes-Metz, Adams and Metz, 2005</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adams and Brantner, 2006</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Keyhami, Diener-West and Powe, 2006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi and Grabowski, 2007a</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>DiMasi and Grabowski, 2007b</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>X</td>
</tr>
<tr>
<td>Philippen and Vermeersch, 2008</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Adams and Brantner, 2010</td>
<td>X</td>
<td></td>
<td></td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Paul et al, 2010</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DiMasi et al, 2010</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
ANNEX 2. SENSITIVITY ANALYSIS

We undertook sensitivity analysis for several of the key parameters that underlie our cost estimates based on the CMRI data: cost of capital, success rates and duration of intervals.

Figure A2.1 shows how total capitalised costs would vary as the cost of capital varies, all other factors remaining constant. As Figure A2.1 illustrates, total cost changes by about US$68m per one percentage point change in the neighbourhood of our base case cost of capital (11%). At a 14% cost of capital, used by Vernon, Golec and DiMasi (2009), the capitalised total cost of a new medicine is US$1.7b in 2011 prices.

**Figure A2.1. Capitalised total cost per successful medicine by cost of capital (2011 US$m)**

We also estimate the cost of developing a new medicine using the Myers and Howe (1997) staircase approach. These authors imply a cost of capital of 15.1% for discovery, 10.2% for preclinical testing, and 9% for Phase I trials onwards. Using these figures, we calculate that the capitalised cost of a new medicine is US$1.502m (US$1.5b), which is essentially the same as our base case result of US$1,506m.

We now calculate the effect of altering success rates. As explained in Section 4, base case success rates exclude those projects with unknown fate. However, by assuming that either all unknown NMEs will be progressed or terminated, we can obtain “maximum” and “minimum” success rates respectively. Taking this into account, we thus have:

- **Maximum success rate** = \[ \frac{\text{NMEs progressed} + \text{NMEs of unknown fate}}{\text{NMEs entered phase}} \] * 100 and
- **Minimum success rate** = \[ \frac{\text{NMEs progressed}}{\text{NMEs entered phase}} \] * 100.
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Table A2.1 shows how current success rates compare to these two additional rates.

### Table A2.1. Current, maximum and minimum success rates

<table>
<thead>
<tr>
<th>Interval</th>
<th>Current success rate</th>
<th>Maximum success rate</th>
<th>Minimum success rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>63%</td>
<td>66%</td>
<td>58%</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>31%</td>
<td>44%</td>
<td>25%</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>63%</td>
<td>71%</td>
<td>49%</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>87%</td>
<td>90%</td>
<td>66%</td>
</tr>
<tr>
<td>Overall</td>
<td>7%</td>
<td>13%</td>
<td>3%</td>
</tr>
</tbody>
</table>

Note: The maximum and minimum success rate for Interval 3, first toxicity dose to first human dose, is the same, 70%.

The overall probability of success under maximum success rates increases from 7% to 13%, while under minimum success rates, the overall probability decreases to 3%.

Using the different success rates, we can calculate a “maximum” and “minimum” cost of a new medicine (Table A2.2).

### Table A2.2. Capitalised cost of a successful medicine under current, maximum and minimum success rates (cost of capital = 11%; US$ 2011 prices)

<table>
<thead>
<tr>
<th>Interval</th>
<th>Current success rate (US$m)</th>
<th>Maximum success rate (US$m)</th>
<th>Minimum success rate (US$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 — 1st toxicity dose to 1st human dose¹</td>
<td>184.1</td>
<td>106.2</td>
<td>420.2</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>284.0</td>
<td>163.8</td>
<td>648.3</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>501.6</td>
<td>303.2</td>
<td>1054.2</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>293.8</td>
<td>252.0</td>
<td>497.9</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>34.9</td>
<td>33.7</td>
<td>46.0</td>
</tr>
<tr>
<td>Total</td>
<td>1,506</td>
<td>1,066.2</td>
<td>2,874.0</td>
</tr>
</tbody>
</table>

¹ As noted in Table A2.1, the success rate for the interval “1st tox dose to 1st human dose” is unchanged for “current”, “maximum” and “minimum” success rates. However, with maximum and minimum success rates, the number of compounds needed in this interval to achieve one successful compound will be lower and higher, respectively, relative to “current” success rates, so the capitalised cost for this interval will change.

Using our maximum success rates decreases the cost of a new medicine by nearly 30%, while using our minimum rates nearly doubles our base-case estimate.

We now quantify the impact of altering success rates by changing the success rates of each interval. Table A2.3 shows how results change when we change each success rate by one percentage point up and down. For example, the probability of success for the Interval 3 increases from 63% to 64%.
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Altering probabilities by one percentage point up and down for each interval decreases and increases the cost of a successful medicine by US$73m and US$80m, respectively. Hence, a higher success rate has a somewhat smaller impact (quantitatively) on total cost than does a correspondingly lower success rate. When success rates increase by one percentage point, the total cost of a new medicine is 4.9% less than our base case result; decreasing success rates by one percentage point yields a total cost 5.3% higher than our base case estimate.

As illustrated in Table A2.3, the biggest difference arises in Interval 4, where the impact is around ±US$29m, while the smallest impact is in the last interval (well below US$1m).

Table A2.3. Capitalised cost of a successful NME altering success rates by ±1% (cost of capital = 11%; 2011 prices)

<table>
<thead>
<tr>
<th>Interval</th>
<th>“Current” success rate (US$m)</th>
<th>Current plus 1p.p. (US$m)</th>
<th>Current minus 1p.p. (US$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 — 1st tox dose to 1st human dose</td>
<td>184.1</td>
<td>168.4</td>
<td>201.6</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>284.0</td>
<td>263.6</td>
<td>306.5</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>501.6</td>
<td>472.9</td>
<td>532.8</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>293.8</td>
<td>285.9</td>
<td>302.0</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>34.9</td>
<td>34.5</td>
<td>35.3</td>
</tr>
<tr>
<td>Total</td>
<td>1,506</td>
<td>1,432.7</td>
<td>1,585.6</td>
</tr>
</tbody>
</table>

Table A2.4 illustrates the effects of altering success rates by ±10%; for example, the success rate for Interval 2 increases from 70% to 77%.

Table A2.4. Effects of altering current success rates by ±10%

<table>
<thead>
<tr>
<th>Interval</th>
<th>Current success rate</th>
<th>Capitalised cost (US$m)</th>
<th>Current +10%</th>
<th>Capitalised cost (US$m)</th>
<th>Current -10%</th>
<th>Capitalised cost (US$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 — 1st tox dose to 1st human dose</td>
<td>70%</td>
<td>184.1</td>
<td>77%</td>
<td>114.3</td>
<td>63%</td>
<td>311.7</td>
</tr>
<tr>
<td>3 — 1st human dose to 1st patient dose</td>
<td>63%</td>
<td>284.0</td>
<td>69%</td>
<td>194.0</td>
<td>57%</td>
<td>432.9</td>
</tr>
<tr>
<td>4 — 1st patient dose to 1st pivotal dose</td>
<td>31%</td>
<td>501.6</td>
<td>34%</td>
<td>376.9</td>
<td>28%</td>
<td>688.1</td>
</tr>
<tr>
<td>5 — 1st pivotal dose to 1st core submission</td>
<td>63%</td>
<td>293.8</td>
<td>69%</td>
<td>242.8</td>
<td>57%</td>
<td>362.7</td>
</tr>
<tr>
<td>6 — 1st core submission to 1st core launch</td>
<td>87%</td>
<td>34.9</td>
<td>6%</td>
<td>1.7</td>
<td>8%</td>
<td>8.8</td>
</tr>
<tr>
<td>Total</td>
<td>7%</td>
<td>1,506</td>
<td>12%</td>
<td>1,167.0</td>
<td>4%</td>
<td>2,041.5</td>
</tr>
</tbody>
</table>
ANNEX 2. SENSITIVITY ANALYSIS

When success rates for each individual interval increase by 10%, the total cost of a successful medicine decreases by US$339m to US$1.2b. This implies a 22% reduction in the cost estimate. Alternatively, when success rates decrease by 10%, the impact is higher, given that the difference from our base case cost is US$536m, yielding a total cost of US$2.0b. This is equivalent to a 36% increase. Again, the greatest impact is for Interval 4, closely followed by Interval 3.

Finally, we also carry out sensitivity analysis for cycle times. For this purpose, we alter the time from midpoint of the interval to first core launch by ±10% for each interval. Table A2.5 illustrates the effect of increasing and decreasing cycle times.

**Table A2.5. Sensitivity analysis for cycle times (2011 prices)**

<table>
<thead>
<tr>
<th>Interval</th>
<th>Time from interval midpoint to 1st core launch (years)</th>
<th>Capitalised cost (US$m)</th>
<th>Current +10% Capitalised cost (US$m)</th>
<th>Current -10% Capitalised cost (US$m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pre-first toxicity dose</td>
<td>9.6</td>
<td>207.4</td>
<td>10.5</td>
<td>229.1</td>
</tr>
<tr>
<td>1st tox dose to 1st human dose</td>
<td>7.2</td>
<td>184.1</td>
<td>7.9</td>
<td>198.4</td>
</tr>
<tr>
<td>1st human dose to 1st patient dose</td>
<td>6.2</td>
<td>284.0</td>
<td>6.8</td>
<td>302.8</td>
</tr>
<tr>
<td>1st patient dose to 1st pivotal dose</td>
<td>4.4</td>
<td>501.6</td>
<td>4.8</td>
<td>525.2</td>
</tr>
<tr>
<td>1st pivotal dose to 1st core submission</td>
<td>2.1</td>
<td>293.8</td>
<td>2.3</td>
<td>300.3</td>
</tr>
<tr>
<td>1st core submission to 1st core launch</td>
<td>0.5</td>
<td>34.9</td>
<td>0.5</td>
<td>35.0</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td></td>
<td><strong>1,506</strong></td>
<td><strong>1,590.9</strong></td>
<td><strong>1,311.2</strong></td>
</tr>
</tbody>
</table>

As Table A2.5 shows, if we increase the overall time taken to develop and launch a new medicine by 10% (from 11.5 to 12.7 years), the capitalised cost of a new drug increases by US$85m (6%) to US$1.6b. A decrease of 10% in the overall cycle time has a quantitatively greater impact, given that the capitalised cost decreases by US$195m (13%), from US$1.5b to US$1.3b.

Table A2.6 summarises the effects of altering two key parameters (success rates and interval duration) by 10%.
### Table A2.6. Sensitivity analysis: effect on our base case cost estimate per new medicine

<table>
<thead>
<tr>
<th></th>
<th>Success rates</th>
<th>Interval duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base case +10%</td>
<td>- 22%</td>
<td>+ 6%</td>
</tr>
<tr>
<td>Base case -10%</td>
<td>+ 36%</td>
<td>- 13%</td>
</tr>
</tbody>
</table>
GLOSSARY

BLA: Biologics license application. The BLA is a request to the FDA for permission to market a biologic product in the US.

CMRI: CMRI, acquired by Thomson Reuters in 2006, began researching issues in R&D in the early 1980s as the Centre for Medicines Research (CMR). It maintains various databases of drugs/biologics and biopharmaceutical industry activities.

CSDD: The Tufts University Center for the Study of Drug Development has been studying public policy issues surrounding drug development and the biopharmaceutical industries since the mid-1970s. It maintains an extensive database of investigational compounds/biologics.

Discovery: In the discovery phase, researchers select a target, such as a gene or protein, then search for a molecule or compound that may act on the target to alter the disease. The phase also includes early safety and efficacy tests undertaken in computational models, cells and animals. It is sometimes referred to as “pre-clinical testing”.

Development costs: Costs associated with Phase I, Phase II and Phase III clinical trials

EMA: European Medicines Agency. The EMA is a decentralised agency of the European Union, located in London. It is responsible for the scientific evaluation of medicines developed by biopharmaceutical companies for use in the European Union.

FDA: Food and Drug Administration. The FDA, part of the US Department of Health and Human Services, is responsible for protecting and promoting public health through the regulation and supervision of food safety, tobacco products, dietary supplements, prescription and over-the-counter pharmaceutical drugs (medications), vaccines, biopharmaceuticals, blood transfusions, medical devices, electromagnetic radiation emitting devices, and veterinary products.

IND: Investigational new drug. When a company requests permission from the FDA to allow research in humans to begin for a new compound, it submits an IND application. The FDA reviews the application for safety to assure that human research subjects will not be subjected to unreasonable risk. The candidate drug then usually enters a Phase I clinical trial.

Licensed-in drugs: These are compounds that have been licensed or otherwise acquired from outside the company at some point in the development cycle.

NAS: New active substance. An NAS is defined as a chemical, biological or radiopharmaceutical substance that has not been previously available for therapeutic use in humans and is destined to be made available as a “prescription only” medicine. See “NME”.

NBE: New biological entity. An NBE is a drug that contains no biological substance that has been approved before. See “NME”.

NCE: New chemical entity. An NCE is a drug that contains no active molecule that has been approved before. See “NME”.
Glossary

NDA: New drug application. The NDA is the vehicle through which the drug sponsor formally proposes that the FDA approve a new pharmaceutical for sale and marketing in the US.

NME: New molecular entity. Includes both new chemical entities (NCEs) and new biological entities (NBEs). We use this term consistently throughout the paper to minimise confusion and do not use “NCE”, “NAS” or “NBE”.

Out-of-pocket cost: This is the cash outlay required for the development costs to produce a new drug. It does not include the cost of capital.

Phase I clinical trials: First tests of the candidate medicine in humans. Studies are conducted with about 20 to 100 health volunteers.

Phase II clinical trials: Evaluate the candidate medicine’s efficacy in about 100 to 500 patients with the targeted disease.

Phase III clinical trials: Studies of the candidate medicine in about 1,000 to 5,000 patients with the targeted disease to generate data about safety, efficacy and the overall benefit-risk profile of the medicine.

Phase IV, post-marketing, or post-approval studies: Phase IV studies delineate additional information, which may include the treatment’s risks, benefits, and optimal use. These studies take place after the drug has been approved/licensed and is available on the market. They are not part of the R&D process and are not included in development cost or time calculations.

Pre-clinical testing: See “Discovery”.

Pre-discovery: Basic research within a company focused on a particular disease/disease group that is intended to advance understanding of the disease as a prelude to the discovery phase.

R&D costs: Research and development costs. R&D costs include pre-discovery costs (or basic research), pre-clinical (or discovery) costs, clinical (or development) costs, and costs associated with regulatory review. Pre-discovery and pre-clinical stages are sometimes jointly referred to as “discovery research” (the “R” of “R&D”). Clinical (or “development”) costs include Phase I, Phase II and Phase III costs (the “D” of “R&D”). R&D costs do not include Phase IV costs.

Self-originated drugs: These are compounds that have been discovered and developed by a single company, not licensed or otherwise acquired from outside the company.
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