
Health care decision makers are becoming 
increasingly concerned with obtaining value for
money and therefore with the use of economic
evidence, particularly as a criterion for the 
reimbursement of new pharmaceuticals. Box 1
indicates the range of countries in which economic
considerations have been introduced into the 
decision making process together with some of 
the associated policy applications.

As the application of economic criteria has become
more widespread, so sources of information on the
cost-effectiveness of health care technologies have
acquired a greater level of importance. One such
source is HEED – the Health Economic Evaluations
Database, which has contributed to the evidence
base called upon in around a quarter of the first 
75 technology appraisals completed by the
National Institute for Clinical Excellence (NICE). 
In this context, HEED and NHS EED (see Box 2 for

a comparison between the two databases) provide
complementary sources of evidence to clinical
databases such as Medline and Embase. The 
burgeoning demand for economic evidence 
indicated by Box 1 suggests that established 
databases such as HEED and NHS EED will have a
greater part to play in assembling the economic
evidence base on which decisions are being made
and will increasingly be made in future.  

The objective of this briefing is to set out the types
of studies included on HEED and to present an
analysis of how these studies have changed over
time, in terms of broad characteristics such as types
of evaluation, disease areas covered and study
design (similar to a previous review presented in
Pritchard, 1998). Comparisons are made between
two five year time periods, 1992–1996 and
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Box 1 
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making

Fourth hurdle i.e. reimbursement decisions:
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Wales (NICE), Scotland, Wales (AWMSG)

Risk sharing arrangements: Australia, New
Zealand, UK
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1997–2001. This briefing also presents a summary
of a group of cost utility analyses which have
employed modelling methods and discusses 
some of the key methodological issues involved in 
conducting this type of study. The briefing should
be of interest to practitioners and consumers of
economic evaluations. 

Section 2 summarises the annual numbers of
reviewed and bibliographic entries and the 
distribution of reviewed studies by study type.
Subsequent sections focus on applied studies, 
the most common form of reviewed study, and the
ones to which HEED’s standard report format 
is best suited. Section 3 considers the distribution 
of applied studies by type of technology assessed,
the coverage of HEED being in line with a broad 
definition of technology, such as that by Jonsson 
et al. (2002):  

"the drugs, devices, medical, and surgical 
procedures used in health care, as well as measures
for prevention and rehabilitation of disease, and the
organisational and support systems in which health
care is provided".

Section 3 also looks at the distribution of applied
studies for all technologies by therapeutic area
according to ICD-9 code and, for pharmaceutical
studies, by ATC code. Section 4 summarises the
distribution of applied studies by type of economic
study, the study designs used in cost minimisation,
cost effectiveness, cost utility and cost benefit
analyses, and the methods used to value health
outcomes in cost utility analyses and discusses the
use of discounting and sensitivity analysis. Section
5 reports on sources of sponsorship for all applied
studies and for pharmaceutical studies while 
section 6 reviews a sample of recent studies
included in HEED and section 7 concludes. 

2

Box 2
Comparison of HEED and NHS EED
FEATURES HEED NHS EED

Literature sources used Electronic databases (Medline, Electronic databases (Current
Embase), grey literature, Contents, Medline, Embase,
journal hand searches CINAHL), grey literature,

journal hand searches

Inclusion criteria Economic evaluations, cost-outcome Economic evaluations
descriptions, cost analyses, cost of 
illness studies

Full structured reports Applied studies, reviews of applied Applied studies
included studies, older methodological studies 

Bibliographic entries More recent methodological studies, Cost, review and
policy papers, editorials, letters methodology records

Search fields All fields, or 53 individual fields, All fields, bibliographic details,
including bibliographic details, abstract, addition date, MeSH
abstract, countries applicable, subject headings, HTA
data sources ICD-9, ATC codes, organisation
drug names, key results

Target audience Health economists in the public and NHS decision makers
private sector

Number of references 28,000 (14,500 fully reviewed), 14,000 (3,700 structured
300 references added per month abstracts), around 40–50
(100 reviewed) structured abstracts added 

per month 



HEED provides detailed reports on economic 
evaluations and other types of cost analysis of
health care technologies. It is compiled primarily
from monthly searches of Medline and Embase,
coupled with hand searches of key journals, and
trawls of the important grey literature. Reports
compiled according to a standard format on 
eligible studies (reviewed studies) are supplemented
with bibliographic references, as noted in Box 2.
The overview presented here is based largely on
searches of HEED conducted in late 2003. 
Box 3 lists the types of studies eligible for inclusion
in HEED.

Figure 1 presents annual totals for references
included in HEED over the ten year period from
1992. Those studies described as ‘reviewed’ 
have a detailed report compiled according to a
standard template. Those references entered only
in bibliographic form for this period are drawn
from several sources. Firstly, studies other than
applied studies or reviews of applied studies have,
in recent years, been entered in bibliographic 
form only. The most numerous of these are
methodological studies; with a few exceptions,
those with a publication date of 1997 and later,
have been affected. Secondly, non-English 
language articles are entered in bibliographic form
only. Thirdly, references drawn from the reference
lists of reviewed studies appear in bibliographic 
form. If these are subsequently reviewed, the 
bibliographic entry is removed (similarly, all studies
which are about to be reviewed appear initially as
a bibliographic entry which is later removed).

It is worth noting that HEED also contains the
Battelle (Elixhauser et al., 1992) and Wellcome
(Backhouse et al., 1992) bibliographies. Of these,

only the second will feature in the numbers 
underlying Figure 1 since it is the only one 
containing references with a publication date 
as late as 1992. We can see that, overall, 
bibliographic entries exceed reviewed studies 
for the first two years of the period but reviewed
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Box 3 
Studies included in HEED

The following classifications are used: 
Applied Study, Review of Applied Studies,
Methodological, Government/Public Policy,
Editorial, Letter, Other.

Applied studies are those which provide some
original analysis of the cost impact of an 
intervention or bring together information on
costs and outcomes. This could be done by
means of primary data collection or through 
the use of secondary data sources, either in a
structured way (e.g. a decision analysis model)
or unstructured way. Studies which consider
both costs and outcomes include both 
economic evaluations and cost-outcome
descriptions. An economic evaluation is the
"comparative analysis of alternative courses 
of action in terms of both their costs and 
consequences" (Drummond et al., 1997). 

Cost-outcome descriptions, on the other hand,
do not provide an explicit comparison of 
interventions. Both types of study are classified
according to the following types of evaluation:

Cost minimisation analysis (CMA)
Cost effectiveness analysis (CEA)
Cost utility analysis (CUA)
Cost benefit analysis (CBA)
Cost consequences analysis (CCA)

The first four of these are defined in the 
standard way (Drummond et al., 1997). CCA is
an additional category of study which presents
data on costs and outcomes separately rather
than in the form of a ratio and which will tend
to capture most cost-outcome descriptions.
HEED also includes cost analyses which 
compare the relative costs of alternative 
interventions and cost of illness studies which
estimate the aggregate costs of a disease at a
national, supra-national or local (e.g. state,
provincial) level.



studies move ahead thereafter. Although, overall,
nearly half of the 28,000 or so references on HEED
are in bibliographic form, the balance is very much
towards reviewed studies in later years. 

The chart suggests that the number of studies in
the literature rose to a peak and then declined.
This can partly be explained by a tightening of the
inclusion criteria in the last five years to exclude
some types of study on which a full report would
previously have been completed. Firstly, we

exclude applied studies which present costs simply
as key items of resource use, rather than monetary
values and, secondly, we discard reviews of
applied studies if they cover only a few studies or
provide insufficient detail of the studies included 
in the review. In these cases, an attempt is made 
to ensure that the relevant original studies are
included on HEED. A second reason for the 
pattern in Figure 1 is that there are time lags 
in studies appearing in the literature. A comparison
with the earlier briefing indicates that a year’s
entries continue to be supplemented with 
additional references for some time afterwards. 
For example, the previous analysis, based on early
1998 data, recorded a total of fewer than 2,000 
references for 1995 and below 1,800 for 1996,
compared with around 2,300 in each year 
currently. Some of this increase will be due to full
reviews of studies which are picked up in later
years but most is likely to be due to the addition of 
references from reviewed studies published in 
subsequent years. We may therefore expect 
significant numbers of references to be added to
the later years of the chart. 

Figures 2 and 3 show the distribution of reviewed
studies according to the types of article noted in
Box 3. The previous report showed applied studies
increasing from less than half of studies in 1992
(42%) to over two thirds (71%) in 1996. The 
current average for the period 1992–96 of 64%
compares with the average of 80% for the 
following five year period. This is due partly to 
the decision in recent years to focus on reviewing
applied studies and reviews of applied studies, 
with other forms of study relegated to the status of
bibliographic entries. However, there is not always
a clear boundary between applied studies and, for
example, methodological studies. A study which
applies a novel technique of analysis to an existing
set of data (perhaps from a clinical trial) could be
considered an applied study but might equally be
classified as a methodological study. Thus, some
methodological studies will continue to be added
in fully reviewed form.
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Figure 4 shows the distribution of applied studies
according to type of technology assessed. The 
category of ‘others’ includes rehabilitation, 
dentistry, counselling, immunisation, radiotherapy
and dialysis but excludes studies which were
deemed to lie outside the pre-defined categories.
In both time periods, these technologies were the
six least investigated. The distributions are similar
in both periods, but the relative importance of
pharmaceuticals has continued to decline (it is
worth noting that in 1992 pharmaceutical 
evaluations comprised one half of all applied 
studies). The two types of technology, care and
procedures, which have shown the largest increase
in their share of studies between the two time
periods are perhaps the least precise. Care, 
for example, encompasses long term care and
intensive care as well as packages of care, either 
in hospital or at home or elsewhere, which may
not be well defined. 

Figures 5 and 6 summarise the disease areas 
covered by HEED; firstly, by ICD-9 chapter for 
all applied studies and, secondly, by ATC chapter
for applied studies which have included a 
pharmaceutical. The supplementary (V) codes of
the ICD-9 coding system were not included in the
previous briefing (Pritchard, 1998) but have been
here; as the chart shows, these codes form the
most commonly used of all the chapters. Their
broad coverage (for example, immunisation,
screening and pregnancy) means that they can be
used in many instances to supplement the main
disease classification. The distributions by ICD-9
chapter were similar for the two time periods, with
the top five chapters in 1992–1996 also being the
top five chapters in 1997–2001 (with the same 

ranks). These were the supplementary (V) codes,
diseases of the circulatory system, neoplasms,
infectious and parasitic diseases, and diseases of 
the digestive system. The five least used chapters
were the same in both time periods, but with 
different ranks. These were certain conditions 
originating in the perinatal period, congenital
anomalies, diseases of the blood and blood-form-
ing organs, diseases of the skin and subcutaneous 
tissue and complications of pregnancy, childbirth
and the puerperium. Rankings of ICD-9 chapters
varied by at most three places between the two
time periods.

There was also a close correspondence between
the relative importance of the 14 ATC chapters in
the distribution of pharmaceutical evaluations
between the two time periods, as Figure 6 shows.
The chapters ranked one and two in importance 
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ICD-9 chapter headings:

I Infectious and parasitic diseases
II Neoplasms
III Endocrine, nutritional and metabolic diseases, 

and immunity disorders
IV Diseases of the blood and blood-forming organs
V Mental disorders
VI Diseases of the nervous system and sense organs
VII Diseases of the circulatory system
VIII Diseases of the respiratory system
IX Diseases of the digestive system
X Diseases of the genitourinary system
XI Complications of pregnancy, childbirth, and the 

puerperium
XII Diseases of the skin and subcutaneous tissue
XIII Diseases of the musculoskeletal system and 

connective tissue
XIV Congenital anomalies
XV Certain complications originating in the prenatal 

period
XVI Symptoms, signs, and ill-defined conditions
XVII Injury and poisoning
V codes Supplementary classification of factors influencing 

health status and contact with health services



for the period 1992–1996, general anti-infectives
for systemic use and nervous system, were ranked
one and two in 1997–2001. This shows that the
increase in the importance of nervous system drugs
as a subject for research observed between 1992
and 1996 has been maintained. As with the ICD-9
chapters, the five least researched ATC chapters
were the same in both time periods (with two 

chapters swapping ranks). These were (from the
least frequent in 1997–2001): antiparasitic 
products, insecticides and repellents, sensory
organs, dermatologicals, systemic hormonal 
preparations, excluding sex hormones and 
musculo-skeletal system. Rankings did not vary 
by more than two places between time periods.

Table 1 shows the distribution of applied studies 
by type of evaluation for the two time periods 
considered above. Since studies can be classified
according to more than one type of evaluation,
percentages sum to more than 100. Little change
in the distribution has been observed, with cost
consequences analysis being the largest category,
followed by cost effectiveness analysis and cost
analysis. Those studies with shares of all applied
studies in single figures range from the least useful
for informing resource allocation decisions, namely
cost of illness studies, to potentially the most 
useful, cost utility analyses (CUAs) and cost benefit
analyses (CBAs). CUAs accounted for 6.6% of 
studies and CBAs, despite advances in the 
available methods, only 0.9%, for the period 1997
to 2001. This compares with 9.3% and 1.4% of
studies on the NHS Economic Evaluation Database
(NHS EED) for all records up to February 2000
(Nixon et al., 2000). 

The NHS EED classification ‘cost effectiveness
analysis’ encompasses three separate sub-
categories of study. Firstly, it includes cost 
effectiveness analyses (CEAs) as conventionally
defined (and as classified by HEED), namely 

studies which report their results in terms of 
cost per natural unit of effect, such as cost per 
symptom-free day. The other two sub-categories
are cost minimisation analyses (CMAs), in which
alternative technologies are taken to be of equal
effectiveness and cost consequences analyses
(CCAs), in which costs and health outcomes are
presented separately. Table 1 compares the 
breakdown of these three types of study for HEED
and NHS EED, respectively, the label CEA being
applied to the first of the three NHS EED 
categories. The main difference is that HEED has
around twice the proportion of CCAs compared
with NHS EED; this discrepancy is likely to be
explained, at least in part, by the inclusion of 
cost-outcome descriptions in HEED but not 
NHS EED. 

Figures 7 to 10 explore the way in which cost 
minimisation, cost effectiveness, cost utility and
cost benefit analyses have been designed. We can
be reasonably confident that these studies fulfil all
the criteria of an economic evaluation, although
we acknowledge the problematic status of cost
minimisation analysis. In HEED, this is a term
loosely applied to studies which find no significant
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ATC chapter headings:

A Alimentary tract and metabolism
B Blood and-blood forming organs
C Cardiovascular system
D Dermatologicals
G Genitourinary system and sex hormones
H Systemic hormonal preparations, excluding sex 

hormones
J General antiinfectives for systemic use
L Antineoplastic and immunomodulating agents
M Musculo-skeletal system
N Nervous system
P Antiparasitic products, insecticides and repellents
R Respiratory system
S Sensory organs
V Various
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difference between the outcomes associated with
alternative interventions, rather than a formal
demonstration of equivalence. Attaching the cost
minimisation label to a study does not imply that
the analysis has been performed in the most
appropriate way. As Briggs and O’Brien (2001)
have pointed out, estimation of an incremental
cost-effectiveness ratio (ICER), with exploration 
of uncertainty around the ICER, may well be a
preferable approach in these cases.  

The pairing of Figures 7 and 8 compares 
evaluations of any technology with drug 
evaluations for the period 1992–1996, while 
the pairing of Figures 9 and 10 makes the same
comparison for the subsequent five year period
1997–2001. Observational studies are defined 
as studies which have ‘observational data’ alone
recorded for the data sources ‘probability of main
clinical events’, ‘quantities of resource use’ and
‘outcomes’. Similarly, evaluations alongside 
randomized trials have ‘randomised trial’ alone
recorded for these key data sources. The studies
selected in this way would typically be prospective
economic evaluations conducted alongside a 
single observational study or randomised trial. 

Modelling studies have been identified by selecting
those studies which have ‘Modelling’ recorded 
for the ‘quantities of resource use’ and ‘outcomes’
field, without restriction on the other types of data
which could be recorded (outcomes might, for
example, be modelled on the basis of data from
randomised trials and from epidemiological data
sources). We excluded ‘probabilities of main 
clinical events’, since here modelling refers to the

generation of probabilities by statistical modelling,
for example the estimation of a survival function
(meta-analysis is a separate category). In 
comparison, in the context of outcomes and 
quantities of resource use, it refers to the kind of
modelling with which we are mainly concerned 
in economic evaluation. That is, it concerns the
estimation of values of these parameters by the use
of techniques which synthesise data from different
sources, typically through decision analysis models.
Once we had defined observational studies, 
randomised trials and modelling studies, the 
‘other’ category was simply a residual made up of
studies not captured by the other three groups.

It is worth noting the similarity between the two
time periods in the proportions of economic 
evaluations accounted for by observational studies
and analyses conducted alongside randomised 
trials. From 1992–1996 to 1997–2001, the
absolute and relative shares of observational 
studies and randomised trials as proportions of all
studies changed little for pharmaceuticals or for all 
technologies. In both cases, randomised trials
accounted for 17% of pharmaceutical evaluations
which were about as likely as studies of health 
care technologies generally to be performed in 
this way, and about half as likely as studies of 
all technologies to be assessed by means of 
observational studies. Part of the difference in 
proportions of studies based on observational
studies was compensated for by an increased 
likelihood of drug evaluations (which account for
about half of all studies in both time periods) to 
be based on modelling. In both 1992–1996 and
1997–2001, the proportion of all economic

Types of economic evaluations – % of applied studies

1992–1996 1997–2001 NHS EED to Feb 2000
(n = 3,118) (n = 6,392) (n = 1,718)

Cost Minimisation Analysis (CMA) 9 6 –
Cost Effectiveness Analysis (CEA) 24 23 –
Cost Utility Analysis (CUA) 5 7 9.3
Cost Benefit Analysis (CBA) 1 1 1.4
Cost Consequences Analysis (CCA) 50 45 –
Cost of Illness 6 7 –
Cost Analysis 24 23 –

% of CMA, CEA, CCA: (n = 2,529) (n = 4,651) (n ≈ 1,500)

CMA 12 9 16
CEA 29 31 55
CCA 61 61 29

Table 1 Applied studies by type of evaluation



evaluations in these categories being conducted
alongside a single randomised or non-randomised
study was about 40%. This compares with a figure
of nearly 60% for studies on NHS EED conducted
on the basis of a single effectiveness study.
However, our definition of a single-study 
evaluation identified studies in which resource use
had also been assessed in a single type of study
and in which none of the main data sources had
been drawn from the literature. We may note 
that, if cost consequences analyses are added 
to the other categories of evaluation, then the 
proportion of studies conducted alongside a single
randomized trial or observational study rises to
over 60%. 

The most notable feature of Figures 7 to 10 is the
increase in the share of modelling studies in the
totals for all technologies and pharmaceutical 
evaluations, in the former case from around one

quarter to around one third and, in the latter case,
from 32% to 42%. While the point is often made
that economic evaluations are increasingly being
performed alongside randomised trials, the 
share of this type of study changed little between
the two time periods presented here. The 
absolute numbers of studies conducted alongside
randomised trials has certainly increased and 
randomised trials are perhaps more likely to 
contain an economic component than was the
case in the past, but this review of HEED indicates
that, of the study designs considered, analysts 
are increasingly turning their attention to 
modelling approaches as a means of estimating
cost-effectiveness.

A further category of studies we considered 
consisted of analyses which applied modelling to
extrapolate from the authors’ own clinical trial,
rather than being used to combine inputs from 
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trials reported in the literature.  However, across 
all technologies, these studies represented less 
than 1% of all the four types of evaluation we 
considered in either time period  and were 
therefore not presented separately.  If modelling
was recorded for both quantities of resource use
and outcomes, then these studies would have
been captured by the modelling category, but if
only one was subject to modelling (normally 
outcomes), then it would have fallen into the
‘other’ category. 

The increased use of modelling appears to have
taken place at the expense of the ‘other’ category,
which includes studies drawing data from more
than one source (or from the literature) but without
synthesising data on costs and outcomes in a 
systematic way through modelling. Therefore, 
we can conclude that when analysts attempt to
estimate the costs and effects of health care 
interventions by combining data from different
sources, they are more likely to do so through
formal modelling techniques now than in the past.
This emphasises the importance of establishing
principles of good practice for these types of 
studies, an issue addressed by a number of 
practitioners, and one to which we will return in
our review of a sample of recent studies which
appear on HEED.

Narrowing the sample down further to cost utility
analyses (CUAs, of which there were 147 in 
1992–1996 and 421 in 1997–2001), the quality
adjusted life year (QALY) was the overwhelming
choice of outcome measure for cost utility studies
in HEED (over 90% in both time periods); only 
one study was recorded as using the Healthy Years
Equivalent (HYE) in each of the two time periods
considered. 16 studies categorised as cost utility
analyses used the disability adjusted life year
(DALY) in the period 1997–2001 and one
between 1992 and 1996. No studies were 
recorded as using the saved young life equivalent
(SAVE). 

It was unusual to find cost utility analyses declaring
that an established utility measure had been used
to weight life years. Only 16% of studies for the
period 1992–1996, and 15% of studies in the
period 1997–2001 were recorded as doing so.
The measures considered applicable were the five
multiattribute utility scales discussed by Sculpher
and O’Brien (2000), plus the more recently 
developed SF-6D (Brazier et al., 1998). The latter
was used in a single 2001 study. Of the other five,
EQ-5D/EuroQol was the most popular, being 
used in 50% of studies for which one of the six

measures was recorded in the later time period
(38% in the earlier period). The Health Utilities
Index (HUI) was used in 26% (29%) of studies and
the Quality of Well Being (QWB) scale in 24%
(17%). Use of the Rosser index declined from 33%
to 5% of studies between the two time periods.

In some cases where the utility scale was specified,
values were simply drawn from the existing 
literature. There were also many studies in which
the investigators had recourse to values from the
literature, but the underlying utility scale was not
specified; overall 45% of cost utility analyses in 
the period 1997–2001 are recorded as drawing
health state values from previously published
sources. This is in broad agreement with the 
results of Gerard et al. (2000) who found that, of 
a sample of 43 cost utility analyses published in
1996, over half had failed to carry out or had only
partially carried out reporting of how QALYs were
obtained and a similar percentage had inadequately
reported the source of QALY valuations.

The earlier briefing looked at discounting practices
for the period 1992–1996 for cost minimisation,
cost effectiveness, cost utility and cost benefit
analyses (discounting of both costs and benefits
being potentially relevant for these studies). Over
this period as a whole, 21% of studies discounted
costs and 17% of studies applied a positive 
discount rate to benefits. Table 2 provides 
corresponding figures for the years 1997–2001.
Over this later period, the proportion of studies
using discounting has increased for both costs and
benefits, but with benefits lagging behind. At the
same time, the proportion of these types of studies
using life years, lives saved or QALYs gained 
(outcome measures which might be considered
amenable to discounting) has increased from 27%
to 33% of studies. 

Although, without undertaking a more in-depth
review of studies, we cannot identify the time 
horizon employed, studies in which costs were 
discounted but benefits were left undiscounted
suggest themselves as being worthy of further
investigation. A brief inspection of HEED entries 
for cost utility analyses between 1997 and 2001
with discounting applied to costs but not benefits
revealed no clear reason why authors had 
adopted this approach but authors may have 
been influenced in some cases by continuing
methodological debates. The controversy 
surrounding the appropriateness of discounting
benefits is discussed by Lipscomb et al. (1996). 
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For those studies which did use discounting, it is
worth noting that the vast majority of studies in 
the period 1992–1996 applied a discount rate of
5% (74% for costs and 80% for benefits), whereas
fewer than half of studies in the period 1997–
2001 did so (43% and 42%). In comparison, 51%
of studies which discounted costs used a rate of
3% in the later period as did 57% of those which
discounted benefits, compared with 11% and 12%
of the corresponding studies in the earlier period.
This may well be a reflection of methodological
developments, specifically the publication of the
Panel on Cost-Effectiveness in Health and
Medicine report which recommended a common
discount rate of 3% for costs and benefits
(Lipscomb et al., 1996). We should bear in mind,
however, that health technology assessment bodies
vary in their preferred discount rates. For example,
NICE has recommended rates of 6% for costs and
1.5% for benefits (revised to 3.5% for both in the
2003 review of appraisal methods). The Australian
Pharmaceutical Benefits Advisory Committee, on
the other hand, prefers a common rate of 5% for
costs and benefits to be adopted in submissions.  

Debate over the conduct of sensitivity analysis 
centres not on whether it should be conducted 
but on how well it is performed. Taking the same
types of evaluation as discussed in relation to 
discounting, 43% of studies used sensitivity analysis
in the period 1992–1996 and 41% reported the
results in quantitative terms, rising to 56% and 
55% for the period 1997–2001. These figures 
were approximately double the percentages of all
applied studies making allowance for uncertainty
in this way. However, even the improved figures
for the later time period show poorer results than

those found by Briggs and Sculpher (1995) for 
the use of sensitivity analysis by a sample of 
studies published in 1992 (36% used no sensitivity
analysis). These findings perhaps suggest that the
type of study selected is important in the extent to
which sensitivity analysis is used. Indeed, Briggs
and Sculpher (1995) themselves report a range of
results from different studies. 

Simply recording whether or not this type of 
analysis was used and reported does not, however,
indicate whether sufficient allowance was made 
for uncertainty. For example, a one-way sensitivity
analysis will not establish the degree of variability
of the results to changes in several variables 
simultaneously. Even a multi-way sensitivity analysis
is unlikely to elucidate fully the responsiveness 
of the results to changes in cost and outcome 
variables. On the other hand, analysis of trial-based
studies may exploit the properties of the data to
undertake a statistical analysis of uncertainty. This
will enable the analyst fully to explore the extent 
of uncertainty associated with the parameters of
the study while sensitivity analysis remains a 
useful way of assessing the impact of, for example,
altering the discount rate or using different analytic
methods. In modelling studies, all the uncertainty
around parameter estimates in the model can 
be evaluated by attaching probability distributions
to the model’s inputs and employing a process
which samples from these distributions. The use 
of this approach, usually termed probabilistic 
sensitivity analysis, is NICE’s recommended
method of allowing for uncertainty in economic
models submitted by manufacturers and sponsors
(NICE, 2003).
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Discounting – Applied CMA, CEA, CUA and CBA (% using)

1997 1998 1999 2000 2001

Costs Discounted 27% 25% 32% 36% 36%
Benefits Discounted 22% 20% 25% 27% 25%

Table 2 Use of discounting



Figures 11 and 12 show the contribution of 
different types of sponsoring organisation for,
respectively, all applied studies and pharmaceutical
evaluations only. The figures are percentages of
studies with a declared sponsor, with more than
one type of sponsoring organisation being possible
for each study. The two time periods show a 
similar picture whether all technologies or 
pharmaceuticals only are considered. In the former
case, government and publicly funded policy 
making bodies are the most important source of
funds, being involved in around 40% of studies,

followed by the pharmaceutical industry, at 
around one third, research councils/universities
(20%–25%) and charities (around 15%). In the
case of pharmaceuticals, as we would expect, 
the pharmaceutical industry is the most important
sponsor at 57% of studies in 1997–2001, with 
government and publicly funded policy making
bodies providing support to only half as many 
studies. Again, research councils/universities and
charities are the only other funding organisations
providing support to 10% or more of studies.
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5 SPONSORSHIP OF STUDIES
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Figure 11 Sponsors of applied studies – 
all technologies
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Figure 12 Sponsors of applied studies – 
pharmaceuticals

We selected a sample of studies from HEED for
more detailed examination. Our selection criteria
were to some extent arbitrarily determined to yield
a sample of manageable size. However, we took
account of the following factors. Firstly, we felt it
appropriate to focus on cost utility studies since
they are potentially of greatest interest to decision
making bodies and are actively promoted by NICE
as the preferred method of compiling submissions.
Secondly, we restricted our search to modelling
studies partly because of their increased share of
studies and partly because of their importance in
submissions to health technology assessment 
bodies. Not only does modelling form the basis of
the methods proposed by NICE but it is widely
accepted as a useful tool of analysis in submissions
made elsewhere, for example in Ontario, Canada
and the Netherlands (to be fully operational from

2005). Thirdly, we wanted to select studies 
which might illustrate recent methodological 
developments. Focusing on more than one year
would have provided too unwieldy a sample; we
reduced the numbers to a manageable level by
selecting, from the year 2002, studies which had
evaluated a pharmaceutical technology. 

Thirty-three studies were initially identified, of
which two were excluded, one because the
authors set out to estimate QALYs but did not 
present the results in this form (despite utility
weights being reported), the other because the
authors estimated morbidity avoided days rather
than survival adjusted for health quality. Of the 
remaining 31 studies, which are listed in the 
HEED sample references at the end of this brieing,
two were published by technology assessment

6 REVIEW OF A SAMPLE OF STUDIES



organizations and the remainder were published 
in peer reviewed journals. In seven cases, 
publication was in economics or technology 
assessment journals while the other 22 studies
were published in medical journals. Contrary to
expectations from the figures presented in section
5, the pharmaceutical industry was a minority
sponsor of these studies. A company or companies
provided exclusively industry sponsorship for four
studies and joint sponsorship of one further study,
with the Janssen Research Foundation sponsoring
another two studies. In comparison, public sector
and charitable organisations provided sponsorship
of 10 studies in our study sample (one jointly 
with industry). 

The boxes accompanying this section highlight
some of the overall features of the sample while
here we attempt to make some overall quality
assessments, without undertaking a formal rating
exercise for individual studies. Given the likely
increasing importance of modelling in the conduct
of economic evaluations, it is worth noting the
interest in establishing measures of the quality of
cost-effectiveness models by, for example, Sculpher
et al. (2000) and McCabe and Dixon (2000) and 
of the reporting of modelling studies by Nuijten et
al. (1998). 

These authors go somewhat beyond the 
established tools for assessing quality, such as the
BMJ checklist (Drummond and Jefferson, 1996).
This is a checklist measure which has been used
(with some refinements) by, for example, Gerard 
et al. (2000), in assessing the quality of cost utility
studies and has been referred to by Sculpher et al.
(2000) as an instrument which might be 
complemented (rather than replaced) by a 
modelling-specific tool. Indeed, a number of the
weaknesses in the sample of studies considered
here would be picked up in items of the BMJ
checklist, for example, justification of the model
used and the parameters on which it is based, 
or justification of the choice of variables for 
sensitivity analysis. 

Nevertheless, there is a case for a separate quality
assessment of modelling studies since the results
are crucially dependent on the structure of and
inputs into the model. Sculpher et al. (2000) firstly
make a plea for transparency of methods; 
"assessing the quality of a cost-effectiveness model
requires the analyst to have adequately described
their methods and to be able to provide clear, 
honest and transparent justification for the 
numerous components of their approach". As 
the discussion in Box 4 indicates, a majority of 

the studies in our sample would fall foul of this
requirement since they did not go so far as to
explain the structure of the model used. Neither
was it clear in most cases how the literature had
been searched nor how studies had been selected
to provide model inputs. In this regard, Sculpher et
al. (2000) recommend that, as a minimum, analysts
should search those data sources which require a
relatively low investment of researcher time.

Where it is necessary to use expert opinion,
Sculpher et al. (2000) suggest elements of good
practice, including a statement of how experts
were selected and what they were asked. While 
a number of studies referred to the use of expert
opinion, none provided such details. Nuijten
(1998) emphasises the importance of study 
selection criteria, arguing that the reader should be
able to evaluate possible sources of bias in the data
used. He reinforces the point made by Buxton et
al. (1997) that the use even of a meta-analysis as 
a source of data carries the risk of bias by the
inclusion or exclusion of particular studies.

With regard to model inputs, Nuijten (1998) 
recommends full disclosure of sources, including a
description of the search strategy and of the data
sources used and model design. This would extend
to details of study design, such as the period of 
follow-up for patients and drop-outs and an 
assessment of the strengths and weaknesses of the
selected data sources. McCabe and Dixon (2000)
feel that these recommendations provide useful
guidance but caution against a full-blown 
evidence-based medicine approach. However, 
it is clear that the studies reviewed here fall some
way short of this level of transparency. Their 
usefulness would have been much improved by
observing some basic tenets of good practice such
as explaining the model structure, how data inputs
were identified and what sources were used for
this purpose. Authors should also describe how
transition probabilities were derived from the
source trials and other studies, and report key
probabilities of clinical events and associated costs.  

Few researchers revealed how the literature
sources which provided the inputs to their model
were identified. Only two stated the databases
which had been searched and one reported that a
"systematic search of electronic reference databases
and abstract listings" had been performed. None
gave an indication of the search terms which had
been used or inclusion and exclusion criteria.
Neither did authors describe the methods by
which the data retrieved had been combined to
generate probability inputs for the model, although
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one group of investigators stated that their model’s
parameters had mostly been derived from the
weighted-averages of relevant studies.

In general, authors did not state why a model had
been used or why a particular type of model as
opposed to any other had been employed. An
exception was Karnon and Brown (2002) who
explicitly based their preference for a discrete event
simulation (DES) model on its ability to provide a
"more flexible and accurate representation of the
available data" than a Markov model. Potentially,
there are a number of influences on the choice of
model (Siebert, 2003) and in our sample of studies
usually a number of factors seemed relevant. But
in one model based on a single clinical trial the
sole purpose of the model seemed to be to allow
data collected in the trial to be combined with
other data not collected in the trial.

In addition to the validity of the inputs, a number
of commentators refer to the concept of validity 
in relation to the outputs of a model, generally
interpreted as the model’s performance against 
real world data from primary studies outside the

model. Few studies in our sample considered 
this aspect of the analysis, one simply stating that
the model had undergone extensive verification.
Of the two studies which explained their method,
Kuehne et al. (2002) made an assessment of their
model’s predictive validity by comparing its 
predictions of cirrhosis and mortality risk for an
HIV-infected cohort of patients with mild chronic
hepatitis C infection against data from published
studies not used to provide inputs for the model.
The most detailed discussion of validation was 
provided by Karnon and Brown (2002) who
reviewed a number of literature sources for 
comparison with their model. They used a pooled
estimate of survival from two studies which did 
not provide data for the model as the basis of their
validation estimates of costs and effects. They also
conducted a number of verification tests on the
internal consistency of the model.

An aspect of study validity often discussed in 
the context of economic evaluations based on 
randomised trials is that of external validity, or 
generalisability from one context to another. In 
the case of a modelling study, the objective is 
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Box 4
Sources of data

Studies routinely used a range of sources in the
literature to provide the relevant inputs which
enabled the investigators to estimate quality
adjusted survival. These could include clinical
trials, observational studies and routinely 
collected data on general population mortality
rates. Only two studies modelled treatment
effects on the basis of a single clinical trial.
Studies frequently provided a list of input data
and their associated sources in tabular form 
(21 studies, plus two which tabulated resource
inputs only); however, in only 14 studies did
authors include a diagrammatic representation
or explanation of the structure of their model. 

Utility weights were drawn from the literature
in the overwhelming majority of cases. It
appeared that in only three studies were utility
weights specifically generated for the analysis
(not being based on previous studies or
authors’ judgement). One used a panel of
experts, one conducted a time trade-off among
a group of five patients, while another set of
researchers drew their utilities from a parallel
study of health related quality of life in lung
transplantation using EuroQol. In most cases, 

studies which extracted utilities from the 
literature did not specify whether they 
were based on a particular multiattribute 
utility instrument. Of those which did, two
referred to EQ-5D and two to the Health
Utilities Index.

Most studies restricted themselves to a 
consideration of direct health care costs,
although a third (10 studies) also included 
productivity costs (the value of lost work time).
For both cost categories, the literature, as in 
the case of clinical and quality of life data, 
was heavily utilised. The costing aspect of the
analysis seemed generally to be the area where
researchers used the flexibility afforded by the
model to adapt their estimates to the ‘real
world’ decision making context with which
they were presented. Thus, cohort studies,
cross-sectional studies and patient records
were called upon to provide estimates of
resource use observed in clinical practice,
rather than in the confines of a clinical trial
(although some studies referred to trial data as
a source of resource use estimates). Researchers
also sought out expert opinion, a source which
is inevitably used in modelling studies to a
greater or lesser extent, if only to construct the
clinical pathways represented in the model.



often to obtain results applicable to a specific 
context, perhaps using the results from multi-
national trials as a component of the input data.
Authors of modelling studies are more or less
explicit about the particular decision-making 
context to which the results are intended to 
apply and make more or less concerted efforts 
to generate results relevant to a given setting.
However, most analysts, while trawling the 
international literature for data on probabilities of
clinical events to enter into the model, typically
identify sources of resource utilisation and unit 
cost data relating to their own local or national 
setting. The analyst can also generate estimates
more relevant to the usual clinical practice or 
‘real world’ setting than those produced in a 
clinical trial.

In addition, as Siebert (2003) notes, a modelling
approach can be used to transfer evidence from
one location to another by adapting a single model
to a variety of contexts. Adoption of an existing
model was a method used in several studies in 
our sample (Box 5). However, there was little 
discussion in the sample of the decision-making
context to which the analysis was intended to be
applicable, or of which data sources might give 
the study more or less generalisability. For 
example, as Nuijten et al. (1998) point out, some
databases providing inputs to the model may be
specific to a particular type of provider. Similar
comments apply to the choice of alternative 
treatments, since a model may focus on the 
normally recommended reference point of usual
clinical practice which may vary from setting to 
setting. On the other hand, the ability of a model
to incorporate a wide range of comparators may
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Box 5
Modelling

The most common modelling approach, used
by a majority of studies in this sample (18 
studies), was a Markov model. One study used
a discrete event simulation (DES), while the
others simply stated that they had used a 
decision analytic, decision tree or simulation
model or provided no description of the 
modelling approach used. Five studies made
use of existing models; in four cases the model
was developed for a particular disease or 
treatment while the fifth used a more generic
disease-focused model. This could have been
prompted by a desire to transfer results from
one setting to another or a belief that there
was little scope for improving on a model
already developed. The desire to extrapolate
from or adapt existing data for the real world
setting could also be discerned in this group 
of studies. Some authors mentioned this 
factor explicitly, while the common use of
observational studies and patient registries 
for resource use data suggest that this was 
frequently a consideration in the choice of
study design. 

Extrapolation over time appeared to be the
most important reason for using a model, with
only four studies adopting a time horizon of a
year or less. One study, despite adopting a 
short time horizon of six months, nevertheless
used modelling as a means of projecting 

beyond the results given by trial data. Inclusion
of data on clinical practice patterns and expert
opinion allowed the analysis to be extended
beyond the eight week time frame of the 
clinical trials. In contrast, one study was based
on a single randomised trial but did not 
extrapolate beyond the time horizon of the
trial. Of those studies adopting a time horizon
of more than a year, the shortest period 
examined was two years; 14 studies took a
whole of life time horizon, or an approximation
to it, for example, Lee et al. (2002) ran their
model until only 5% of their cohort remained
alive after hospital discharge. 

The objective of evaluating the cost-
effectiveness of a range of different treatment
options where direct comparisons are 
unavailable was a factor in 11 studies. This
could be for the purposes of considering as
few as two alternatives, as in the study by
Grima et al. (2002), on the basis of, as they
comment, "the lack of head-to-head trials" in
the patient group being investigated. Secondly,
there were studies such as that by Malin et al.
(2002), who compared more treatment 
strategies than it seemed likely would be
directly evaluated in clinical trials. Thirdly,
there were studies which evaluated what
Siebert (2003) refers to as "fine-tune 
technologies". For example, Buti et al. (2002)
considered a variety of strategies in the 
management of hepatitis C, involving different
approaches to duration of treatment and 
diagnostic testing.



mean that it yields results of interest to decision-
makers in a variety of settings. In general, the 
reason for the authors’ particular approach to these
factors was unclear.  

Box 6 discusses the ways in which studies made
allowance for uncertainty. As Sculpher et al. (2000)
point out, "part of the rationale for the use of 
models is that they enable decisions to be reached
through the systematic handling of uncertainty".
Few studies, however, exploited this potential in
their models to the full. Twenty-one studies 
restricted themselves to one-way sensitivity 
analysis, with little discussion of the choice of
parameters or their ranges to be varied in the 
sensitivity analysis. Of the other ten, half employed
Monte Carlo simulation as a means of recognising
the stochastic nature of parameter inputs; in one
case this took the form of a first order simulation.
As Briggs (2000) points out, this approach does 
not allow the parameter values to vary and 
provides a range of estimates of costs and effects
analogous to those which might be derived from
individual patients in a trial. He notes that this is 
of limited relevance for decision makers concerned
with uncertainty around mean costs and effects.
The appropriate method for probabilistic sensitivity
analysis is to explore second order uncertainty
(Briggs, 2000) by allocating distributions to 
parameter inputs. It is worth reporting, in each
study in which this was done, the preference for
the cost-effectiveness acceptability curve as a
means of presenting the results, perhaps an 
indication of the tractability or the ease of 
interpretation of this approach compared with, 
for example, confidence intervals.

There are therefore a number of aspects on which
the studies considered here exhibit weaknesses 
relative to criteria used to assess economic 
evaluations generally and elements of good 
practice proposed for modelling studies. An 
alternative way of attempting to assess quality, and
the starting point taken by Nuijten (1998), would
be to refer to nationally produced guidelines or
those developed to support particular decision
making processes. Although Nuijten points out the
shortcomings of many existing sets of guidelines,
the use of modelling in the provision of data to
reimbursement and other authorities is likely to
become increasingly important. Particularly 
noticeable in its emphasis on modelling is the 
guidance developed by NICE in 2003 for 
submissions compiled by manufacturers and 
sponsors of technologies being appraised. The 
‘reference case’ approach, while containing 

context-specific elements such as the appropriate
discount rate, could be seen as the basis for a 
template for good modelling practice, incorporating
as it does recent methodological developments
such as probabilistic sensitivity analysis rarely seen
in the studies considered here.

One technique proposed by the guidance and 
not used in any of our studies, namely value of
information (VOI) analysis, can help to address
issues relating to data quality by indicating whether
further collection of data on particular variables
would be worthwhile. For example, we have seen
that utility weights were estimated in our sample 
in a relatively crude way but more sophisticated
data collection may not be justified if this 
parameter is not a significant element in the overall
uncertainty surrounding the results. By exploring
the contribution of particular parameters to overall
uncertainty, VOI will not help to inform the current
treatment decision but can inform the decision as
to whether and for what variables further research
is warranted to inform future decisions. 
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Box 6
Allowance for uncertainty

While all studies made some allowance for
uncertainty, only ten studies went beyond 
simple one-way sensitivity analysis and in three
of these investigators restricted themselves to
two-way or multivariate sensitivity analyses. 
One study was deemed to have exceeded 
a simple one-way sensitivity analysis by virtue
of presenting three sets of cost-effectiveness
results, each based on a different trial used to
provide effectiveness estimates. One study
undertook a first-order Monte Carlo 
simulation, in which each individual member
of a hypothetical cohort of patients is followed
through the model one at a time. Four studies
analysed second-order uncertainty; in each
case, results were presented in the form of
cost-effectiveness acceptability curves. One
other study calculated a confidence interval,
with the distributions of incremental costs and
QALYs being estimated using a bootstrap
approach. No study estimated net benefits (a
potentially more tractable statistic for estimat-
ing confidence intervals) or undertook value of
information analysis to identify those variables
contributing the greatest uncertainty to the
cost-effectiveness estimates.



Our analysis of the studies contained in HEED
shows that some trends apparent in the five years
1992–1996 have continued in 1997–2001, for
example the reduced share of pharmaceutical 
evaluations as a proportion of applied studies.
Meanwhile, other comparisons show little change
in the characteristics of studies, for example the
distribution of studies by disease area and of 
pharmaceutical evaluations by ATC chapter.

Perhaps the most noteworthy finding of the current
review relates to the design of applied studies, an
issue not fully explored previously. The comparison
between the two five-year time periods shows 
that randomised trials are maintaining (but not 
increasing) their importance as a basis for 
conducting economic evaluations, while modelling
studies are increasing in importance as a proportion
of all studies. This seems to be at the expense of
studies which draw on a number of different data
sources but combine them only in an informal way
rather than using formal modelling. 

Restricting the sample to cost minimisation, cost
effectiveness, cost utility and cost benefit analyses
(which should satisfy the criteria for full economic
evaluations) highlights this trend. The proportion 
of studies on HEED which derived estimates of
cost-effectiveness using more than one data source
(or data drawn from the literature), rather than
using a single primary study, was around 60% in
both the 1992–1996 and 1997–2001 time 
periods. However, in the later period, modelling
was used in a majority of these studies whereas it
was used in only a minority of studies in the earlier
period. Therefore, the need of analysts to draw 
on a variety of data sources is increasingly being
met by decision analysis techniques which 
combine data in a structured way. Given that these
techniques are well established and accepted as
methods of estimating cost-effectiveness, their use
is likely to increase further in importance in future.
This is particularly so given that decision makers
are increasingly asking for information on long
term outcomes for health care technologies, 
especially drugs, early in their life cycle and in
many cases at the time of launch.

Decision analytic models offer a number of 
advantages over clinical trials, such as the ability 
to provide projections of disease progression over
long periods of time. In many of the modelling
studies we reviewed, even if it was not the prime
motivation for using a model, authors took 
advantage of this facility, frequently extending the

analysis to the whole of life. Researchers also
exploited the capabilities of decision analysis 
models generally and Markov models in particular
(used by over half of the studies considered) to
generate estimates of costs and QALYs for a range
of possible treatment options or which would be
applicable to a local decision-making context.

What studies did not generally do was to exploit
the ability of models to explore and quantify the
uncertainty around the estimates of costs and
QALYs. Most studies allowed for uncertainty simply
by undertaking sensitivity analysis (usually one 
variable at a time). Four studies attached probability
distributions to the parameters of the model and
performed probabilistic sensitivity analysis to 
elucidate all the uncertainty contained in the model.

Other weaknesses were that authors did not 
generally explain how the literature providing the
inputs of the model had been identified, nor how
the model inputs were derived; fewer than half
explained or illustrated how their model was 
constructed.

Thus, although we did not formally assess the 
quality of studies, the growth in the numbers 
of modelling studies did not appear to be 
accompanied by a wide recognition of some of the
methodological and transparency issues discussed
in the literature. While some of the shortcomings
observed in this sample of studies would be 
identified by general assessments of the quality of
economic studies, e.g. by using the BMJ checklist,
there is a strong case for additional guidance and
quality checks specifically targeted at modelling
studies. The salient features of these types of 
studies would differ from, for example, those 
relevant to economic evaluations alongside 
clinical trials, where statistical issues around cost
distributions and methods of dealing with missing
and censored data would be important. For the
particular group of studies considered here, 
some of the main weaknesses were that authors
frequently did not:

• report their search strategy for the data on 
which the model was to be based;

• describe the search strategy to identify 
relevant data;

• justify their choice of input parameters;
• explain or justify the model structure;
• explain how transition probabilities were 

derived from the underlying clinical trial and 
other data;

7 CONCLUSIONS
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• report key probabilities or costs for key clinical 
events;

• justify the parameters and data ranges used 
in sensitivity analysis.

This is by no means an exhaustive list but simply
highlights some of the issues which, if they had
been addressed in our sample, would have 
rendered studies more useful for decision 
makers and given a clearer indication of the 
appropriateness of the methods used.

While transparency is to be encouraged, there is
no one set of methods on which there is general
agreement. Some areas of methodological 
controversy raised by the studies we looked at are:

• the use of probabilistic sensitivity analysis. 
This was one of the most hotly debated topics 
during NICE’s 2003 review of methods and 
may become more widely used given that NICE 
has declared a preference for this type of 
analysis. Further discussion of this issue in the 
methods literature can be expected;

• the appropriateness of different models for 
different purposes. In our sample of studies, 
Markov models were favoured by most 
investigators but the pros and cons of these 
models compared with, for example, discrete 
event simulation, have not been fully explored;

• validation of models. Methods both for internal 
and external validation are another aspect of 
the modelling process not generally addressed 
and for which guidance would be useful;

• the impact of different model specifications. 
Most of the studies reviewed here used a 
model specifically developed by the authors, 
with only a few adopting an existing model, 
but they may well be capable of comparison 
with models developed to address similar 
questions. Comparisons with existing models 
could help to identify areas of disagreement 

between analysts but equally could generate 
some consensus around the appropriateness of 
methods in different therapeutic areas;

• the importance of different data sources to 
the uncertainty surrounding the results of 
models. For example, whether greater effort 
is justified to obtain information on data 
sources, such as utility weights, which tend to 
be estimated in a relatively crude fashion. Value 
of information analysis can help here but this 
tends to go hand in hand with probabilistic 
sensitivity analysis, which is itself controversial.

While guidance on good methodology in 
modelling studies is a matter of some importance,
the impact of the proposed methodological 
standards on the quality of studies is unclear.
Nevertheless, despite areas of controversy with
regard to methods, the development of a limited
set of key criteria may be possible. In this respect,
there is a role for methodological standards to be
maintained by policy makers given that much of
the cost-effectiveness evidence they will appraise 
is likely to be generated through the use of 
modelling techniques.

The guidance produced by NICE for those 
making submissions to its technology appraisals
programme can be seen as an encapsulation of
current good practice, with the flexibility to absorb
developments in methods. Although some aspects
of the guidance are context-specific, it might form
the basis for a minimum set of standards or 
prioritised list of requirements which may be more
readily applied than guidance which attempts to
specify every detail a potential user would like. 
It remains to be seen whether this will result in
cost utility analyses produced to higher standards
than the studies considered here and a more 
widespread adoption of methodological advances
emerging in the literature in future years.
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